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GENERAL

NOTICES AND

REQUIREMENTS

The General Notices and Requirements section (the General
Notices) presents the basic assumptions, definitions, and
default conditions for the interpretation and application of the
United States Pharmacopeia (USP) and the National Formulary
(NF).

Requirements stated in these General Notices apply to all
articles recognized in the USP and NF (the “compendia”) and
to all general chapters unless specifically stated otherwise.

1. TITLE AND REVISION

The full title of this publication (consisting of five volumes
and including its Supplements), is The Pharmacopeia of the
United States of America, Forty-Third Revision and the National
Formulary, Thirty-Eighth Edition. These titles may be
abbreviated to USP 43, to NF 38, and to USP 43-NF 38. The
United States Pharmacopeia, Forty-Third Revision, and the
National Formulary, Thirty-Eighth Edition, supersede all earlier
revisions. Where the terms “USP,” “NF," or "USP-NF' are used
without further qualification during the period in which these
compendia are official, they refer only to USP 43, NF 38, and
any Supplement(s) thereto. The same titles, with-no further
distinction, apply equally to print or electronic presentation of
these contents. Although USP and NF are published under one
cover and share these General Notices, they are separate
compendia. .

This revision is official beginning May 1, 2020 unless
otherwise indicated in specific text.

Supplements to USP and NF are published periodically.

Accelerated Revisions, published periodically on the
Official Text section of USP’s website (http://www.usp.org/
usp-nf/official-text), are designed to make revisions official
more quickly than through the routine process for publishing
standards in the USP-NF. Interim Revision Announcements are
Accelerated Revisions to USP and NF that contain official
revisions and their effective dates.

Revision Bulletins are Accelerated Revisions to official text or
postponements that require expedited publication. They
generally are official immediately unless otherwise specified
in the Revision Bulletin.

Errata are Accelerated Revisions representing corrections to
items erroneously published. Announcements of the
availability of new USP Reference Standards and
announcements of tests or procedures that are held in
abeyance pending availability of required USP Reference
Standards are also available on the “Official Text” tab of USP's
website,

2. OFFICIAL STATUS AND LEGAL RECOGNITION

2.10. Official Text

Official text of the USP and NF is published in the USP-NF
Online (www.uspnf.com) in the edition identified as
“CURRENTLY OFFICIAL” and in Accelerated Revisions that
supersede the USP-NF Online as described below.

Routine revisions are published in the USP-NF Online and
become official on the date indicated, usually six months after
publication. Accelerated Revisions supersede the USP-NF
Online and become official on the date indicated. Links to
Accelerated Revisions on the USP website can be found in any
suplerseded monograph or general chapter in the USP-NF
Online.

Print and USB flash drive versions of the USP and NF also are
available. Routine revisions are provided with the same timing
as the USP-NF Online. Official text published in Supplements
supersedes that in the previously published print or USB flash
drive versions of USP-NF. These versions also are superseded
by Accelerated Revisions as described above.

In the event of any disparity between the print or USB flash
drive versions and the USP-NF Online, the USP-NF Online will
be deemed to apply.

2.20. Official Articles

An official article is an article that is recognized in USP or
NF. An article is deemed to be recognized and included in a
compendium when a monograph for the article is published
in the compendium and an official date is generally or
specifically assigned to the monograph.

The title specified in a monograph is the official title for such
article. Other names considered to be synonyms of the official
titles may not be used as substitutes for official titles. For drug
products that incorporate a sensor to detect that the product
has been administered, the official title shall be the title
specified in the relevant drug product monograph plus the
words “with sensor”.

Official articles include both official substances and official
products. An official substance is a drug substance, excipient,
dietary ingredient, other ingredient, or component of a
finished device for which the monograph title includes no
indication of the nature of the finished form.

An official product is a drug product, dietary supplement,
compounded preparation, or finished device for which a
monograph is provided.

2.30. Legal Recognition

The USP and NF are recognized in the laws and regulations
of many countries throughout the world. Regulatory
authorities may enforce the standards presented in the USP
and NF, but because recognition of the USP and NF may vary
by country, users should understand applicable laws and
regulations. In the United States under the Federal Food, Drug,
and Cosmetic Act (FDCA), both USP and NF are recognized as
official compendia. A drug with a name recognized in USP-NF
must comply with compendial identity standards or be
deemed adulterated, misbranded, or both. See, e.g., FDCA §
501(b) and 502(e)(3)(b); also FDA regulations, 21 CFR §
299.5(a&b). To avoid being deemed adulterated, such drugs
must also comply with compendial standards for strength,
quality, and purity, unless labeled to show all respects in which
the drug differs. See, e.g., FDCA § 501(b) and 21 CFR §
299.5(c). In addition, to avoid being deemed misbranded,
drugs recognized in USP-NF must also be packaged and
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labeled in compliance with compendial standards. See FDCA
§ 502(g).

A dietary supplement represented as conforming to
specifications in USP will be deemed a misbranded food if it
fails to so conform. See FDCA § 403(s)(2)(D). -

Enforcement of USP standards is the responsibility of FDA
and other government authorities in the U.S. and elsewhere.
USP has no role in enforcement.

3. CONFORMANCE TO STANDARDS

3.10. Applicability of Standards

Standards for an article recognized in the compendia (USP-
NF) are expressed in the article’s monograph, applicable
general chapters, and General Notices. The identity, strength,
quality, and purity of an article are determined by the official
tests, procedures, and acceptance criteria, and other
requirements incorporated in the monograph, in applicable
general chapters, or in the General Notices. “Applicable
general chapters” means general chapters numbered below
1000 or above 2000 that are made applicable to an article
through reference in General Notices, a monograph, or
another applicable general chapter numbered below 1000.
Where the requirements of a monograph differ from the
requirements specified in these General Notices or an
applicable general chapter, the monograph requirements
apply and supersede the requirements of the General Notices
or applicable general chapters, whether or not the monagraph
explicitly states the difference.

General chapters numbered 1000 to 1999 are for
informational purposes only. They contain no mandatory
tests, assays, or other requirements applicable to any official
article, regardless of citation in a general chapter numbered
below 1000, a monograph, or these General Notices. General
chapters numbered above 2000 apply only to articles that are
intended for use as dietary ingredients and dietary
supplements. General chapter citations in NF monographs
refer to USP general chapters.

Early adoption of revised standards in advance of the official
date is allowed by USP unless specified otherwise at the time
of publication. Where revised standards for an existing article
have been published as final approved “official text” (as
approved in section 2.70 Official Text) but have not yet
reached the official date (6 months after publication, unless
otherwise specified; see “official date”, section 2.20 Official
Articles), compliance with the revised standard shall not
preclude a finding or indication of conformance with
compendial standards, unless USP specifies otherwise by
prohibiting early adoption in a particular standard.

The standards in the relevant monograph, general
chapter(s), and General Notices apply at all times in the life of
the article from production to expiration. It is also noted that
the manufacturer’s specifications, and manufacturing
practices (e.g., Quality by Design, Process Analytical
Technology, and Real Time Release Testing initiatives),
generally are followed to ensure that the article will comply
. with compendial standards until its expiration date, when
stored as directed. Every compendial article in commerce shall
be so constituted that when examined in accordance with
these assays and test procedures, it meets all applicable
pharmacopeial requirements (General Notices, monographs,
and general chapters). Thus, any official article is expected to
meet the compendial standards if tested, and any official
article actually tested as directed in the relevant monograph
must meet such standards to demonstrate compliance.

Some tests, such as those for Dissolution and Uniformity of
Dosage Units, require multiple dosage units in conjunction
with a decision scheme, These tests, albeit using a number of
dosage units, are in fact one determination. These procedures
should not be confused with statistical sampling plans. The

USP 43

similarity to statistical procedures may seem to suggest an
intent to make inference to some larger group of units, but in
all cases, statements about whether the compendial standard
is met apply only to the units tested. Repeats, replicates,
statistical rejection of outliers, or extrapolations of results to
larger populations, as well as the necessity and appropriate
frequency of batch testing, are neither specified nor
proscribed by the compendia; such decisions are based on the
objectives of the testing. Frequency of testing and sampling
are left to the preferences or direction of those performing
compliance testing, and other users of USP-NF, including
manufacturers, buyers, or regulatory authorities.

Official products are prepared according to recognized
principles of good manufacturing practice and from
ingredients that meet USP or NF standards, where standards
for such ingredients exist (for dietary supplements, see section
3.10.20 Applicability of Standards to Medical Devices, Dietary
Supplements, and Their Components and Ingredients).

Official substances are prepared according to recognized
principles of good manufacturing practice and from
ingredients complying with specifications designed to ensure
that the resultant substances meet the requirements of the
compendial monographs.

3.10.10. Applicability of Standards to Drug Products, Drug
Substances, and Excipients

The applicable USP or NF standard applies to any article
marketed in the United States that (1) is recognized in the
compendium and (2) is intended or labeled for use as a drug
or as an ingredient in a drug. Such articles (drug products,
drug substances, and excipients) include both human drugs
(whether dispensed by prescription, “over the counter,” or
otherwise), as well as animal drugs. The applicable standard
applies to such articles whether or not the added
designation “USP” or “NF” is used. The standards apply
equally to articles bearing the official titles or names derived
by transposition of the definitive words of official titles or
transposition in the order of the names of two or more drug
substances in official titles, or where there is use of synonyms
with the intent or effect of suggesting a significant degree
of identity with the official title or name.

3.10.20. Applicability of Standards to Medical Devices,
Dietary Supplements, and Their Components and Ingredients

An article recognized in USP or NF shall comply with the
compendial standards if the article is a medical device, -
component intended for a medical device, dietary
supplement, dietary ingredient, or other ingredient that is
intended for incorporation into a dietary supplement, and
is labeled as conforming to the USP or NF.

Generally, dietary supplements are prepared from
ingredients that meet USP, NF, or Food Chemicals Codex
standards. Where such standards do not exist, substances
may be used in dietary supplements if they have been shown
to be of acceptable food grade quality using other suitable
procedures. '

3.10.30. Applicability of Standards to the Practice of
Compounding

USP compounding practice standards, Pharmaceutical
Compounding—Nonsterile Preparations (795) and
Pharmaceutical Compounding—Sterile Preparations (797), as
appropriate, apply to compounding practice or activity
regardless of whether a monograph exists for the
compounded preparation or these chapters are referenced
in such a monograph. In the United States, (795) and (797)
are not applicable to drugs compounded by entities
registered with FDA as outsourcing facilities as defined by
FDCA § 5038, because such facilities are required to comply
with FDA’s current good manufacturing practice
requirements. Compounded preparations, including drug
products compounded by outsourcing facilities, may also be
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subject to applicable monographs; see section 2.20 Official

Articles and section 4.70 Monographs.

3.20. Indicating Conformance

A drug product, drug substance, or excipient may use the
designation “USP” or “NF” in conjunction with its official title
or elsewhere on the label only when (1) a monograph is
provided in the specified compendium and (2) the article
complies with the identity prescribed in the specified
compendium.

When a drug product, drug substance, compounded
preparation, or excipient differs from the relevant USP or NF
standard of strength, quality, or purity, as determined by the
application of the tests, procedures, and acceptance criteria
set forth in the relevant compendium, its difference shall be
plainly stated on its label.

When a drug product, drug substance, compounded
preparation, or excipient fails to comply with the identity
prescribed in USP or NF or contains an added substance that
interferes with the prescribed tests and procedures, the article
shall be designated by a name that is clearly distinguishing and
differentiating from any name recognized in USP or NF.

A medical device, dietary supplement, or ingredient or
component of a medical device or dietary supplement may use
the designation “USP” or “NF” in conjunction with its official
title or elsewhere on the label only when (1) a monograph is
provided in the specified compendium and (2) the article
complies with the monograph standards and other applicable
standards in that compendium.

The designation “USP” or “NF” on the label may not and
does not constitute an endorsement by USP and does not
represent assurance by USP that the article is known to comply
with the relevant standards. USP may seek legal redress if an
article purports to be or is represented as an official article in
one of USP’s compendia and such claim is determined by USP
not to be made in good faith.

The designation “USP-NF” may be used on the label of an
article provided that the label also bears a statement such as
“Meets NF standards as published by USP,” indicating the
particular compendium to which the article purports to apply.

When the letters “USP,” “NF,” or “USP-NF” are used on the
label of an article to indicate compliance with compendial
standards, the letters shall appear in conjunction with the
official title of the article. The letters are not to be enclosed in
any symbol such as a circle, square, etc., and shall appear in
capital letters.

if a dietary supplement does not comply with all applicable
compendial requirements but contains one or more dietary
ingredients or other ingredients that are recognized in USP or
NF, the individual ingredient(s) may be designated as
complying with USP or NF standards or being of USP or NF
quality provided that the designation is limited to the
individual ingredient(s) and does not su:iqgest that the dietary
supplement complies with USP standards.

4. MONOGRAPHS AND GENERAL CHAPTERS

4.10. Monographs

Moniographs set forth the article’s name, definition,
specification, and other requirements related to packaging,
storage, and labeling. The specification consists of tests,
procedures, and acceptance criteria that help ensure the
identity, strength, quality, and purity of the article. For general
requirements relating to specific monograph sections, see
section 5. Monograph Components.

Because monographs may not provide standards for all
relevant characteristics, some official substances may conform
to the USP or NF standard but differ with regard to
nonstandardized properties that are relevant to their use in
specific preparations. To assure substitutability in such
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instances, users may wish to ascertain functional equivalence
or determine such characteristics before use.

4.10.10. Applicability of Test Procedures

A single monograph may include more than one test,
procedure, and/or acceptance criterion for the same
attribute. Unless otherwise specified in the monograph, all
tests are requirements. In some cases, monograph
instructions allow the selection of tests that reflect attributes
of different manufacturers’ articles, such as different
polymorphic forms, impurities, hydrates, and dissolution.
Monograph instructions indicate the tests, procedures, and/
or acceptance criteria to be used and the required labeling.

The order in which the tests are listed in the monograph
is based on the order in which they are approved by the
relevant Expert Committee for inclusion in the monograph.
Test 1 is not necessarily the test for the innovator or for the
reference product. Depending on monograph
instructions, a labeling statement is not typically required if
Test 1 is used.

4.10.20. Acceptance Criteria

The acceptance criteria allow for analytical error, for
unavoidable variations in manufacturing and
compounding, and for deterioration to an extent
considered acceptable under practical conditions. The
existence of compendial acceptance criteria does not
constitute a basis for a claim that an official substance that
‘more nearly approaches 100% purity “exceeds”
compendial quality. Similarly, the fact that an article has
been prepared to tighter criteria than those specified in the
monograph does not constitute a basis for a claim that the
article “exceeds” the compendial requirements.

An official product shall be formulated with the intent to
provide 100% of the quantity of each ingredient declared
on the label. Where the minimum amount of a substance
present in a dietary supplement is required by law to be
higher than the lower acceptance criterion allowed for in the
monograph, the upper acceptance criterion contained in
the monograph may be increased by a corresponding
amount.

The acceptance criteria specified in individual
monographs and in the general chapters for compounded
preparations are based on such attributes of quality.as might
be expected to characterize an article compounded from
suitable bulk drug substances and ingredients, using the
procedures provided or recognized principles of good
compounding practice, as described in these compendia.
4.20. General Chapters

Each general chapter is assigned a number that appears in
angle brackets adjacent to the chapter name (e.g.,
Chromatography (621)). General chapters may contain the
following: ‘

* Descriptions of tests and procedures for application

through individual monographs,

* Descriptions and specifications of conditions and

practices for pharmaceutical compounding,

¢ General information for the interpretation of the

compendial requirements,

¢ Descriptions of general pharmaceutical storage,

dispensing, and packaging practices, or

¢ General guidance to manufacturers of official substances

or official products.

When a general chapter is referenced in a monograph,
acceptance criteria may be presented after a colon.

Some chapters may serve as introductory overviews of a test
or of analytical techniques. They may reference other general
chapters that contain techniques, details of the procedures,
and, at times, acceptance criteria.
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5. MONOGRAPH COMPONENTS

5.10. Molecular Formula

The use of the molecular formula for the official
substance(s) named in defining the required strength of a
compendial article is intended to designate the chemical entity
or entities, as given in the complete chemical name of the
article, having absolute (100%) purity.

5.20. Added Substances

Added substances are presumed to be unsuitable for
inclusion in an official article and therefore prohibited, if their
presence impairs the bioavailability, therapeutic efficacy, or
safety of the official article; or they interfere with the assays
and tests prescribed for determining compliance with the
compendial standards (see section 3.20 Indicating
Conformance).

The air in a container of an official article may, where
appropriate, be evacuated or be replaced by carbon dioxide,
helium, argon, or nitrogen, or by a mixture of these gases. The
use of such gas need not be declared in the labeling.

5.20.10. Added Substances in Official Substances

Official substances may contain only the specific added
substances that are permitted by the individual monograph.
Such added substances shall not exceed the quantity
required for providing their intended effect. Where such
addition is permitted, the label shall indicate the name(s)
and amount(s) of any added substance(s).

5.20.20. Added Substances (Excipients and Ingredients) in
Official Products

Suitable substances and excipients such as antimicrobial
agents, pharmaceutical bases, carriers, coatings, flavors,
preservatives, stabilizers, and vehicles may be added to an
official product to enhance its stability, usefulness, or
elegance, or to facilitate its preparation, unless otherwise
specified in the individual monograph.

Added substances and excipients employed solely to
impart color may be incorporated into official products
other than those intended for parenteral or ophthalmic use,
in accordance with the regulations pertaining to the use of
colors issued by the FDA, provided such added substances
or excipients are otherwise appropriate in all respects. (See
also Injections and Implanted Drugs Products (1), Product
Quality Tests Common to Parenteral Dosage Forms, Specific
Tests, Vehicles and added substances, Added substances.)

The proportions of the substances constituting the base
in ointment and suppository products and preparations may
be varied to maintain a suitable consistency under different
climatic conditions, provided that the concentrations of
drug substances are not varied and provided that the
bioavailability, therapeutic efficacy, and safety of the
preparation are not impaired.

5.20.20.1. In Compounded Preparations

Compounded preparations for which a complete
composition is given shall contain only the ingredients
named in the formulas unless specifically exempted herein
or in the individual monograph. Deviation from the
specified processes or methods of compounding, although
not from the ingredients or proportions thereof, may occur
provided that the finished preparation conforms to the
relevant standards and to preparations produced by
following the specified process.

Where a monograph for a compounded preparation calls
for an ingredient in an amount expressed on the dried basis,
the ingredient need not be dried before use if due allowance
is made for the water or other volatile substances present in
the quantity taken. '

Specially denatured alcohol formulas are available for use
in accordance with federal statutes and regulations of the
Internal Revenue Service. A suitable formula of specially
denatured alcohol may be substituted for Alcohol in the
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manufacture of official preparations intended for internal or

topical use, provided that the denaturant is volatile and does

not remain in the finished product. A preparation that is
.intended for topical application to the skin may contain
specially denatured alcohol, provided that the denaturant is
either a usual ingredient in the preparation or a permissible
added substance; in either case the denaturant shall be

identified on the label of the topical preparation. Where a

process is given in the individual monograph, any

preparation compounded using denatured alcohol shall be
identical to that prepared by the monograph process.

5.20.20.2. In Dietary Supplements

Additional ingredients may be added to dietary
supplement products provided that the additional
ingredients (1) comply with applicable regulatory
requirements, and (2) do not interfere with the assays and
tests prescribed for determining compliance with
compendial standards.

5.30. Description and Solubility

Only where a quantitative solubility test is given in a
monograph and is designated as such is it a test for purity.

A monograph may include information regarding the
article’s description. Information about an article’s
“description and solubility” also is provided in the reference
table Description and Relative Solubility of USP and NF Articles.
The reference table merely denotes the properties of articles

that comply with monograph standards. The reference table

is intended primarily for those who use, prepare, and dispense
drugs and/or related articles. Although the information
provided in monographs and the information in the reference
table may indirectly assist in the preliminary evaluation of an
article, it is not intended to serve as a standard or test for
purity.

The approximate solubility of a compendial substance is
indicated by one of the following descriptive terms:

Parts of Solvent Required

Descriptive Term for 1 Part of Solute.

Very soluble Less than 1
Freely soluble From 1to 10
Soluble From 10 to 30
Sparingly soluble From 30 to 100

Slightly soluble From 100 to 1,000

Very slightly soluble From 1,000 to 10,000

Greater than or equal to
Practically insoluble, or Insoluble 10,000

5.40. Identification

A compendial test titled /dentification is provided as an aid
in verifying the identity of articles as they are purported to be,
e.g., those taken from labeled containers, and to establish
whether it is the article named in USP-NF. The Identification
test for a particular article may consist of one or more
procedures. When a compendial Identification test is
undertaken, all requirements of all specified procedures in the
test must be met to satisfy the requirements of the test. Failure
of an article to meet all the requirements of a prescribed
Identification test (i.e., failure to meet the requirements of all
of the specified procedures that are components of that test)
indicates that the article is mislabeled and/or adulterated.

5.50. Assay '

Assay tests for compounded preparations are not intended
for evaluating a compounded preparation before dispensing,
butinstead are intended to serve as the official test in the event
of a question or dispute regarding the preparation’s
conformance to official standards.
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5.50.10. Units of Potency (Biological)

For substances that cannot be completely characterized
by chemical or physical means or that need confirmation of
functionality or tertiary structure, it may be necessary to
express quantities of biological activity in units of biological
potency, each defined by an authoritative, designated
reference standard. In cases where international reference
materials have been discontinued, international units of
potency may be defined in terms of molecular mass, such as
in the cases of vitamins A, D, and E.

Where available, World Health Organization (WHO)
international biological standards define the International
Units (1U). USP monographs refer to the units assigned by
USP Reference Standards either directly as international
Units (IU) or as “USP Units.” For some biological products,
units of potency are value assigned against a corresponding
U.S. Standard established by FDA, whether or not
International Units or USP Units have been defined (see
Biologics (1041)). Note that product-related labeling, e.g.,
on containers, need not use the full phrase “USP [product
name] Units” that appears in many USP monograph labeling
sections. The term “USP Units” can be used on product
labeling consistent with USP compendial requirements,
provided it is clear from the context that the potency is
stated in terms of USP [product name] Units. In such
circumstances it should be clear that “USP Units” and “USP
[product name] Units” share the same meaning.

5.60. impurities and Foreign Substances

Tests for the presence of impurities and foreign substances
are provided to limit such substances to amounts that are
unobjectionable under conditions in which the article is
customarily employed (see also Impurities in Drug Substances
and Drug Products (1086)).

Nonmonograph tests and acceptance criteria suitable for
detecting and controlling impurities that may result from a
change in the processing methods or that may be introduced
from external sources should be employed in addition to the
tests provided in the individual monograph, where the
presence of the impurity is inconsistent with applicable good
manufacturing practices or good pharmaceutical practices.

5.60.10. Other Impurities in USP and NF Articles

If a USP or NF monograph includes an assay or organic
impurity test based on chromatography, other than a test
for residual solvents, and that monograph procedure does
not detect an impurity present in the substance, the amount
and identity of the impurity, where both are known, shall be
stated in the labeling (certificate of analysis) of the official
substance, under the heading Other Impurity(ies).

The presence of any unlabeled other impurity in an official
substance is a variance from the standard if the content is
0.1% or greater. The sum of all Other Impurities combined
with the monograph-detected impurities may not exceed
2.0% (see Ordinary Impurities (466)), unless otherwise stated
in the monograph.

The following categories of drug substances are
excluded from Other Impurities requirements:

¢ Fermentation products and semi-synthetics derived

therefrom,
Radiopharmaceuticals,

Biologics,

Biotechnology-derived products,
Peptides,

Herbals, and

o Crude products of animal or plant origin.

Any substance known to be toxic shall not be listed under
Other Impurities.

® e & o o
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5.60.20. Residual Solvents in USP and NF Articles

All USP and NF articles are subject to relevant control of
residual solvents, even when no test is specified in the
individual monograph. If solvents are used during
production, they must be of suitable quality. In addition, the
toxicity and residual level of each solvent shall be taken into
consideration, and the solvents limited according to the
principles defined and the requirements specified in Residual

Solvents {(467), using the general methods presented therein

or other suitable methods.

5.60.30. Elemental Impurities in USP Drug Products and
Dietary Supplements

Elemental impurities in official drug products are
controlled according to the principles defined and

requirements specified in Elemental Impurities—Limits (232).

Elemental contaminants in official dietary supplements are

controlled according to the principles defined and '
requirements specified in Elemental Contaminants in Dietary

Supplements (2232). .

5.70. Performance Tests

Where content uniformity determinations have been made
using the same analytical methodology specified in the Assay,
with appropriate allowances made for differences in sample
preparation, the average of all of the individual content
uniformity determinations may be used as the Assay value.

5.80. USP Reference Standards

USP Reference Standards are authentic specimens that have
been approved as suitable for use as comparison standards in
USP or NFtests and assays. (See USP Reference Standards (11).)
Where USP or NF tests or assays call for the use of a USP
Reference Standard, only those results obtained using the
specified USP Reference Standard are conclusive. Where a
procedure calls for the use of a compendial article rather than
for a USP Reference Standard as a material standard of
reference, a substance meeting all of the compendial
monograph requirements for that article shall be used. If any
new USP or NF standard requires the use of a new USP
Reference Standard that is not yet available, that portion of the
standard containing the requirement shall not be official until
the specified USP reference material is available.

Unless a Reference Standard label bears a specific potency
or content, assume the Reference Standard is 100.0% pure in
the official application. Unless otherwise directed in the
procedure in the individual monograph or in a general
chapter, USP Reference Standards are to be used in
accordance with the instructions on the label of the Reference
Standard.

6. TESTING PRACTICES AND PROCEDURES

6.10. Safe Laboratory Practices

In performing compendial procedures, safe laboratory
practices shall be followed, including precautionary measures,
protective equipment, and work practices consistent with the
chemicals and procedures used. Before undertaking any
procedure described in the compendia, the analyst should be
aware of the hazards associated with the chemicals and the
techniques and means of protecting against them. These
compendia are not designed to describe such hazards or
protective measures.

6.20. Automated Procedures

Automated and manual procedures employing the same
basic chemistry are considered equivalent provided the
automated system is properly qualified as being suitable to
execute the compendial manual method and the analytical
procedure is verified under the new equipment conditions.

6.30. Alternative and Harmonized Methods and
Procedures

An alternative method or procedure is defined as any
method or procedure other than the compendial method or
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procedure for the article in question. The alternative method
or procedure must be fully validated (see Validation of
Compendial Procedures (1225)) and must produce comparable
results to the compendial method or procedure within
allowable limits established on a case-by-case basis. Alternative
methods or procedures can be developed for any one of a
number of reasons not limited to simplification of sample
preparation, enhanced precision and accuracy, improved
(shortened) run time, or being better suited to automation
than the compendial method or procedure. Only those results
obtained by the methods and procedures given in the
compendia are conclusive.

For evaluation as a potential replacement or addition to the
standard, alternative methods and procedures should be
submitted to USP (see section 4.70 Monographs).

Certain general chapters contain a statement that the text
in question is harmonized with the corresponding text of the
European Pharmacopoeia and/or the Japanese Pharmacopoeia
and that these texts are interchangeable. Therefore, if a
substance or preparation is found to comply with a
requirement using an interchangeable method or procedure
from one of these pharmacopeias, it should comply with the
requirements of the USP-NF. When a difference appears, or in
the event of dispute, only the result obtained by the method
and/or procedure given in the USP-NF is conclusive.

6.40. Dried, Anhydrous, Ignited, or Solvent-Free Basis

All calculations in the compendia assume an “as-is” basis
unless otherwise specified.

Test procedures may be performed on the undried or
unignited substance and the results calculated on the dried,
anhydrous, or ignited basis, provided a test for Loss on
Drying, or Water Determination, or Loss on Ignition,
respectively, is given in the monograph. Where the presence
of moisture or other volatile material may interfere with the
procedure, previous drying of the substance is specified in the
individual monograph and is obligatory.

The term “solvent-free” signifies that the calculation shall
be corrected for the presence of known solvents as determined
using the methods described in (467) unless a test for limit of
organic solvents is provided in the monograph.

The term “previously dried” without qualification signifies
that the substance shall be dried as directed under Loss on
Drying (731) or Water Determination (921) (gravimetric
determination).

Where drying in vacuum over a desiccant is directed, a
vacuum desiccator, a vacuum drying pistol, or other suitable
vacuum drying apparatus shall be used.

6.40.10. Ignite to Constant Weight

“Ignite to constant weight” means that ignition shall be
continued at 800 + 25°, unless otherwise indicated, until
tiwvo consecutive weighings, the second of which is taken
after an additional period appropriate to the nature and
quantity of the residue, do not differ by more than 0.50 mg
per g of substance taken.

6.40.20. Dried to Constant Weight

“Dried to constant weight” means that drying shall be
continued until two consecutive weighings, the second of
which is taken after an additional drying period appropriate
to the nature and quantity of the residue, do not differ by
more than 0.50 mg per g of substance taken.

6.50. Preparation of Solutions

6.50.10. Filtration

Where a procedure gives direction to “filter” without
further qualification, the liquid shall be passed through
suitable filter paper or equivalent device until the filtrate is
clear. Due to the possibility of filter effects, the initial
volumes of a filtrate may be discarded.
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6.50.20. Solutions -

Unless otherwise specified, all solutions shall be prepared
with Purified Water. Solutions for quantitative measures shall
be prepared using accurately weighed or accurately
measured analytes (see section 8.20 About).

An expression such as “(1 in 10)” means that 1 part by
volume of a liquid shall be diluted with, or T part by weight
of a solid shall be dissolved in, a sufficient quantity of the
diluent or solvent to make the volume of the finished
solution 10 garts by volume. For example, a 1 in 10 solution
is prepared by diluting 1 mL of a liquid or dissolving 1 g of a
solid in sufficient solvent to make 10 mL of the solution. An
expression such as “(20:5:2)” means that the respective
numbers of parts, by volume, of the designated liquids shall
be mixed, unless otherwise indicated.

6.50.20.1. Adjustments to Solutions

When a specified concentration is called for in a
procedure, a solution of other normality or molarity may be
used, provided that allowance is made for the difference in
concentration and that the change does not increase the
error of measurement.

Proportionately larger or smaller quantities than the
specified weights and volumes of assay or test substances
and Reference Standards may be taken, provided the
measurement is made with at least equivalent accuracy.

Unless otherwise indicated, analyte concentrations shall
be prepared to within ten percent (10%) of the indicated
value. In the case in which a procedure is adapted to the
working range of an instrument, solution concentrations
may differ from the indicated value by more than ten
percent (10%), with appropriate changes in associated
calculations. Any changes shall fall within the validated
range of the instrument.

When adjustment of pH is indicated with either an acid
or base and the concentration is not indicated, appropriate
concentrations of that acid or base may be used.

6.50.20.2. Test Solutions

Information on Test Solutions (TS) is provided in the Test
Solutions portion of the Reagents, Indicators, and Solutions
section of the USP-NF. Use of an alternative Test Solution
or a change in the Test Solution used may require validation.

6.50.20.3. Indicator Solutions -

Where a procedure specifies the use of an indicator TS,
approximately 0.2 mL; or 3 drops, of the solution shall be
added unless otherwise directed.

6.60. Units Necessary to Complete a Test
Unless otherwise specified, a sufficient number of units to
ensure a suitable analytical result shall be taken.

6.60.10. Tablets ‘

Where the procedure of a Tablet monograph directs to
weigh and finely powder not fewer than a given number of
Tablets, a counted number of Tablets shall be weighed and
reduced to a powder. The portion of the powdered Tablets
taken shall be representative of the whole Tablets and shall,
in turn, be weighed accurately. o

6.60.20. Capsules ‘ o

Where the procedure of a Capsule monograph gives
direction to remove, as completely as possible, the contents
of not fewer than a given number of the Capsules, a
counted number of Capsules shall be carefully opened and
the contents quantitatively removed, combined, mixed, and
weighed accurately. The portion of mixed Capsules contents
taken shall be representative of the contents of the Capsules
and shall, in turn, be weighed accurately. :

6.70. Reagents

The proper conduct of the compendial procedures and the
reliability of the results depend, in part, upon the quality of the
reagents used in the performance of the procedures. Unless
otherwise specified, reagents conforming to the specifications
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set forth in the current edition of Reagent Chemicals published
by the American Chemical Society (ACS) shall be used. Where
such ACS reagent specifications are not available or where the
required purity differs, compendial specifications for reagents
of acceptable quality are provided (see the Reagents,
Indicators, and Solutions section of the USP-NF). Reagents not
covered by any of these specifications should be of a grade
suitable to the proper performance of the method of assay or
test involved.

Listing of these reagents, including the indicators and
solutions employed as reagents, in no way implies that they
have therapeutic utility; furthermore, any reference to USP or
NFin their labeling shall include also the term “reagent” or
“reagent grade.” USP may supply reagents if they otherwise
may not be generally commercially available.

6.80. Equipment

Unless otherwise specified, a specification for a definite size
or type of container or apparatus in a procedure is given solely
as a recommendation. Other dimensions or types may be used
if they are suitable for the intended use.

6.80.10. Apparatus for Measurement
Where voﬁjmetric flasks or other exact measuring,
weighing, or sorting devices are specified, this or other
equipment of at least equivalent accuracy shall be
employed.
6.80.10.1. Pipet/Pipette
Where a pipet/pipette is specified, a suitable buret may
be substituted. Where a “to contain” pipet/pipette is
specified, a suitable volumetric flask may be substituted.
6.80.10.2. Light Protection
Where low-actinic or light-resistant containers are
specified, either containers specially treated to protect
contents from light or clear containers that have been
rendered opaque by application of a suitable coating or
wrapping may be used.
6.80.20. Instrumental Apparatus
An instrument may be substituted for the specified
instrument if the substitute uses the same fundamental
principles of operation and is of equivalent or greater
sensitivity and accuracy. These characteristics shall be
qualified as appropriate. Where a particular brand or source
of a material, instrument, or piece of equipment, or the
name and address of a manufacturer or distributor, is
mentioned (ordinarily in a footnote), this identification is
furnished solely for informational purposes as a matter of
convenience, without implication of approval,
endorsement, or certification.
6.80.20.1. Chromatographic Tubes and Columns
The term “diameter” refers to internal diameter (ID).
6.80.20.2. Tubing
The term “diameter” refers to outside diameter (OD).
6.80.20.3. Steam Bath
Where use of a steam bath is directed, use actively flowing
steam or another regulated heat source controlled at an
equivalent temperature.
6.80.20.4. Water Bath
A water bath requires vigorously boiling water unless
otherwise specified.
6.80.30. Temperature Reading Devices
Temperature reading devices suitable for pharmacopeial
tests conform to specifications that are traceable to a
National Institute of Standards and Technology (NIST)
standard or equivalent. Temperature reading devices may
be of the liquid-in-glass type or an analog or digital
temperature indicator type, such as a resistance temperature
device, thermistor, or thermocouple. Standardization of
thermometers is performed on an established testing
frequency with a temperature standard traceable to NIST.
For example, refer to the current issue of American Society
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of Testing and Materials (ASTM) standards E1 for
liquid-in-glass thermometers.

7. TEST RESULTS

7.10. Interpretation of Requirements

Analytical results observed in the laboratory (or calculated
from experimental measurements) are compared with stated
acceptance criteria to determine whether the article conforms
to compendial requirements. ‘

The reportable value, which often is a summary value for
several individual determinations, is compared with the
acceptance criteria. The reportable value is the end result of a
completed measurement procedure, as documented.

Where acceptance criteria are expressed numerically herein
through specification of an upper and/or lower limit,
permitted values include the specified values themselves, but
no values outside the limit(s). Acceptance criteria are
considered significant to the last digit shown.

7.10.5. Nominal Concentrations in Equations

Where a “nominal concentration” is specified, calculate
the concentration based on the label claim. In assay
procedures, water correction is typically stated in the

Definition and on the label of the USP Reference Standard.

For other procedures, correction for assayed content,

potency, or both is made prior to using the concentration

.in the equation provided in the monograph.

7.10.10. Equivalence Statements in Titrimetric Procedures

The directions for titrimetric procedures conclude with a
statement of the weight of the analyte that is equivalent to
each mL of the standardized titrant. In such an equivalence
statement, the number of significant figures in the
concentration of the titrant should be understood to
correspond to the number of significant figures in the
weight of the analyte. Corrections to calculations based on
the blank determination are to be made for all titrimetric

assays where appropriate (see Titrimetry (541)).

7.20. Rounding Rules

The observed or calculated values shall be rounded off to
the number of decimal places that is in agreement with the
limit expression. Numbers should not be rounded until the
final calculations for the reportable value have been
completed. Intermediate calculations (e.g., slope for linearity)
may be rounded for reporting purposes, but the original (not
rounded) value should be used for any additional required
calculations. Acceptance criteria are fixed numbers and are not
rounded.

When rounding is required, consider only one digit in the
decimal place to the right of the last place in the limit
expression. If this digit is smaller than 5, it is eliminated and
the preceding digit is unchanged. If this digit is equal to or
greater than 5, it is eliminated and the preceding digit is
increased by 1. - .

8. TERMS AND DEFINITIONS

8.10. Abbreviations

¢ RS refers to a USP Reference Standard.

e CS refers to a Colorimetric Solution.

o TS refers to a Test Solution.

e VS refers to a Volumetric Solution that is standardized in
accordance with directions given in the individual
monograph or in the Reagents, Indicators, and Solutions
section of USP-NF.

8.20. About

“About” indicates a quantity within 10%.

If the measurement is stated to be “accurately measured”
or “accurately weighed,” follow the statements in Volumetric
Apparatus (31) and Balances (41), respectively.
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lllustration of Rounding Numerical Values
for Comparison with Requirements

Compendial Requirement
Assay limit >98.0% 97.96%
197.92%
97.95%
101.55%
101.46%
101.45%
0.025%
0.015%
0.027%

Assay limit <101.5%
Limit test <0.02%

Limit test <3 ppm 3.5 ppm
3.4 ppm

2.5 ppm

Unrounded Value

Rounded Result Conforms
98.0% Yes
97.9% No
98.0% . Yes
101.6% No
101.5% Yes
101.5% ‘ Yes
0.03% No
0.02% Yes
0.03% No * -
4ppm  No
3 ppm Yes
3 ppm Yes

8.30. Alcohol Content

Percentages of alcohol, such as those under the heading
Alcohol Content, refer to percentage by volume of C,H;OH at
15.56°. Where a formula, test, or assay calls for alcohol, ethyl
alcohol, or ethanol, the USP monograph article Alcohol shall
be used. Where reference is made to “C,H;OH,” absolute
(100%) ethanol is intended. Where a procedure calls for
dehydrated alcohol, alcohol absolute, or anhydrous alcohol,
the USP monograph article Dehydrated Alcohol shall be used.

8.40. Atomic Weights

Atomic weights used in computing molecular weights and
the factors in the assays and elsewhere are those established
by the ITUPAC-Commission on Isotopic Abundances and
Atomic Weights.

8.50. Blank Determinations

Where it is directed that “any necessary correction” be
made by a blank determination, the determination shall be
conducted using the same quantities of the same reagents
treated in the same manner as the solution or mixture
containing the portion of the substance under assay or test,
but with the substance itself omitted.

8.60. Concomitantly

“Concomitantly” denotes that the determinations or
measurements are to be performed in immediate succession.

8.70. Desiccator

The instruction “in a desiccator” indicates use of a tightly
closed container of suitable size and design that maintains.an
atmosphere of low moisture content by means of a suitable
desiccant such as anhydrous calcium chloride, magnesium
perchlorate, phosphorus pentoxide, or silica gel. See also
section 8.220 Vacuum Desiccator.

8.80. Logarithms

Logarithms are to the base 10.

8.90. Microbial Strain

A microbial strain cited and identified by its American Type
Culture Collection (ATCC) catalog number shall be used
directly or, if subcultured, shall be used not more than five
passages removed from the original strain.

8.100. Negligible

“Negligible” indicates a quantity not exceeding 0.50 mg.

8.110. NLT/NMT

“NLT” means “not less than.” “NMT” means “not more
than.”

8.120. Odor : ’

“QOdorless,” “practically odorless,” “a faint characteristic
odor,” and variations thereof indicate evaluation of a suitable

quantity of freshly opened material after exposure to the air
for 15 minutes. An odor designation is descriptive only and
should not be regarded as a standard of purity for a particular
lot of an article.
8.130. Percent
“Percent” used without qualification means:
¢ For mixtures of solids and semisolids, percent weight in
weight; ,
* For solutions or suspensions of solids in liquids, percent
weight in volume;
e For solutions of liquids in liquids, percent volume in
volume; ‘
e For solutions of gases in liquids, percent weight in
volume. s
For example, a 1 percent solution is prepared by dissolving
1 g of a solid or semisolid, or 1 mL of a liquid, in sufficient
solvent to make 100 mL of the solution.
8.140. Percentage Concentrations
Percentage concentrations are expressed as follows:
* Percent Weight in Weight (w/w) is defined as the number
of g of a solute in 100 g of solution.
e Percent Weight in Volume (w/v) is defined as the number
of g of a solute in 100 mL of solution.
e - Percent Volume in Volume (v/v) is defined as the number
of mL of a solute in 100 mL of solution.
8.150. Pressure
Pressure is determined by use of a suitable manometer or
barometer calibrated in terms of the pressure exerted by a
column of mercury of the stated height.
8.160. Reaction Time
Reaction time is 5 minutes unless otherwise specified.
8.170. Specific Gravity
Specific gravity is the weight of a substance in air at 25°
divided by the weight of an equal volume of water at the same
temperature.
8.180. Temperatures
Temperatures are expressed in centigrade (Celsius)
degrees, and all measurements are' made at 25° unless.
otherwise indicated. Where moderate heat is specified, any
temperature not higher than 45° (113° F) is indicated.
8.190. Time
Unless otherwise specified, rounding rules, as described in
section 7.20 Rounding Rules, apply to any time specified.
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8.200. Transfer
i I . . Units Symbol Not
“Transfer” indicates a quantitative manipulation. ymoo o
8.210. Vacuum gram 9
“Vacuum” denotes exposure to a pressure of less than milligram mg
20 mm of mercury (2.67 kPas), unless otherwise indicated.
8.220. Vacuum Desiccator _ The symbol ug is used in the
“Vacuum desiccator” indicates a desiccator that maintains a 3%’;?;‘&”55? rﬁg:g;er::nTl
low-moisture atmosphere at a reduced pressure of not more may be represented as
than 20 mm of mercury (2.67 kPas) or at the pressure “meg” for labeling and pre-
designated in the individual monograph. scribing purposes. The term
8.230. Water “gamma,” symbolized by v,
y y . . . s frequently is used to repre-
8.230.10. Water as an Ingredient in an Official Product sent micrograms in bio-
As an ingredient in an official product, water meets the microgram Hg chemical literature.
(r)equu}'_rements of the appropriate water monograph in USP nanogram -
8.230.20. Water in the Manufacture of Official Substances picogram P9
When used in the mangfacture of ofﬁqal.substances, Also referred to as the unified
water shall meet the requirements for drinking water as set atomic mass unit and s
forth in the U.S. Environmental Protection Agency National equal to 1/12 times the mass
Primary Drinking Water Regulations or in the drinking water dalton Da of the free carbon 12 atom.
regulations of the European Union or of Japan, or in the Kilodalton kDa
World Health Organization’s Guidelines for Drinking Water - .
Quality. Additional specifications may be required in me
monographs. second s
8.230.30. Water in a Compendial Procedure — -
When water is called for in a compendial procedure, the minute min
USP monograph article Purified Water shall be used unless hour h
otherwise specified. Definitions for other types of water are Volome
provided in Reagents, Indicators, and Solutions and in Water
for Pharmaceutical Purposes (1231). ! 1 Lis equal to 1000 cm? (cu-
8.240. Weights and Measures liter L bic centimeters)
In general, weights and measures are expressed in the deciliter dL
International System of Units (SI) as established and revised -
by the Conférence générale des poids et mesures. For milliter L ‘t!T‘Lisre?“a'éot‘ cm’, some-
compendial purposes, the term “weight” is considered to be imes referred o as cc
synonymous with “mass.” . microliter pL
Molality is designated by the symbol m preceded by a T
empera-
number that represents the number of moles of the ture
designated solute contained in 1 kilogram of the designated
solvent. Celsius °C
Molarity is designated by the symbol M precéded by a Amount of
number that represents the number of moles of the Substance
designated solute contained in an amount of the designated Historically referred to a5
solvent that is sufficient to prepare 1 liter of solution. g,am_mo);ew,a, weight or
Normality is designated by the symbol N preceded by a mole mol gram-atomic weight
number that represents the number of equivalents of the p— ;
designated solute contained in an amount of the designated mmo
solvent that is sufficient to prepare 1 liter of solution. micromole umol
The symbol for degrees (°) without a qualifying unit of
. femtomole fmol
measure represents degrees Celsius.
Chart of Symbols and Prefixes commonly employed for S| Also referred toas )
metric units and other units: gram-equivalent weight. It is
used in the calculation of
substance concentration in
Units Symbol Notes units of normality. This unit
is no longer preferred for use
Length in analytical chemistry or
. equivalent Eq metrology.
meter m -
milli equiva-
centimeter cm lent mEq
millimeter mm Osmotic pressure of a solu-
tion, related to substance
Previously referred to as a mi- osmole Osmol concentration.
micrometer pm cron
milliosmole mOsmol
: Previously the symbol my (for
nanometer nm milfimicron) was used Pressure
Angstrém A Equal to 0.1 nm pascal Pa
Mass kilopascal kPa
kilogram kg
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Units Symbol Notes
pounds per
square inch psi
millimeter of
mercury mmHg Equal to 133.322 Pa
Electrical
units
ampere
volt
millivolt mv
hertz Hz Unit of frequency
kilohertz kHz
megahertz MHz
electron volt eV
kilo-elec-
tron volt keV
mega-elec-
tron volt MeV
Radiation
St unit of activity for radionu-
becquerel Bq clides
kilobecquerel kBq
megabec-
querel MBq
gigabecquer-
el GBq
Non-St unit of activity for ra-
curie Ci dionuclides
millicurie mdCi
microcurie pCi
nanocurie nCi
Other
acceleration
due to grav- Used to express rate of centri-
ity g fugation
revolutions Used to express rate of centri-
per minute rpm fugation
Selected SI Prefixes
) Name Symbol Factor
giga G 10°
mega M 106
kilo k 102
deci d 107!
centi [ 1072
milli m 103
micro P 1076
nano n 107
pico p 10-12
femto f 105

uspP 43

9. PRESCRIBING AND DISPENSING

9.10. Use of Metric Units
Prescriptions for compendial articles shall be written to state
the quantity and/or strength desired in metric units unless
otherwise indicated in the individual monograph [see also
section 5.50.70 Units of Potency (Biological) above]. If an
amount is prescribed by any other system of measurement,
only an amount that is the metric equivalent of the prescribed
amount shall be dispensed. Abbreviations for the terms
“Units” or “International Units” shall not be used for labeling
or prescribing purposes. Apothecary unit designations on
labels and labeling shall not be used.
9.20. Changes in Volume'
In the dispensing of prescription medications, slight
changes in volume owing to variations in room
temperatures may be disregarded.

10. PRESERVATION, PACKAGING, STORAGE, AND
LABELING

10.10. Packaging and Storage

All articles in USP or NF are subject to the packaging and
storage requirements specified in Packaging and Storage
Requirements (659), unless different requirements are provided
in an individual monograph.

10.20. Labeling

All articles in USP or NF are subject to the labeling
requirements specified in Labeling (7), unless different
requirements are provided in an individual monograph.
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General Information
Chapters

General Information

The chapters in this section are information, and aside from excerpts given herein from Federal Acts and regulations that
may be applicable, they contain no standards, tests, assays, nor other mandatory specifications, with respect to any
Pharmacopeial articles. The excerpts from pertinent Federal Acts and regulations included in this section are placed here
inasmuch as they are not of Pharmacopeial authorship. Revisions of the federal requirements that affect these excerpts will be
included in USP Supplements as promptly as practical. The official requirements for Pharmacopeial articles are set forth in the
General Notices, the individual monographs, and the General Tests and Assays chapters of this Pharmacopeia.

(1004) MUCOSAL DRUG PRODUCTS—PERFORMANCE TESTS

INTRODUCTION

Mucosal drug products deliver drug substances to the body via the mucosal route. For the purposes of this chapter, the
mucosal route of drug administration is divided into seven membrane surfaces characterized as otic, ophthalmic, nasal,
oropharyngeal, urethral, vaginal, and rectal. Mucosal drug products include a wide variety of dosage forms such as solutions,
suspensions, emulsions, creams, ointments, gels, inserts, strips, aerosols, sprays, films, medicated chewing gums, lozenges,
tablets, and suppositories. Some of these dosage forms are also administered by other routes. For example, creams can be
administered by the mucosal route (vaginal) and also by the topical route. Two categories of tests—product quality and product
performance-—are performed on these products. These tests provide assurances of batch-to-batch quality, reproducibility,
reliability, and performance of a drug product. Product quality tests are performed to assess attributes such as assay,
identification, and content uniformity and are part of the compendial monograph (see Mucosal Drug Products—Product Quality
Tests (4)). Product performance tests are conducted to assess the drug release from the dosage form. For certain mucosal drug
products, determination of aerodynamic particle size or globule size may serve as a product performance test.

Where a compendial performance test exists for a dosage form administered by a nonmucosal route, such as a dissolution
test for an oral tablet, that test may have application for the dosage form administered by a mucosal route (e.g., buccal tablets

or sublingual tablets).

PERFORMANCE TESTS FOR MUCOSAL DRUG PRODUCTS

The' performance tests for the various mucosal drug products can be broadly divided into two categories: 1) test procedures
that use or can adopt methodology in existing general chapters, and 2) tests that need additional developmental work before
they can be recommended. .

The Dissolution Procedure: Development and Validation (1092) should be a reference when developing a drug release test (e.g.,
selecting the drug release medium, apparatus/procedure, or analytical method). For several mucosal drug products, drug release
procedures described in Dissolution (711), Drug Release (724), and Semisolid Drug Products—Performance Tests (1724) may be
applicable.

p?n some instances, mini-basket or mini-paddle apparatuses may be suitable. These apparatuses resemble Dissolution (711),
Apparatus 1 (Basket Apparatus) and Dissolution (711), Apparatus 2 (Paddle Apparatus), with dimensions scaled down to
accommodate medium volumes of <500 mL (7,2). Several designs are commercially available. However, as of now, these
apparatuses are not standardized.

Because of the varied and specific environments characterizing the mucosal route of administration, researchers may be
inclined to use “physiological medium” for the drug release of the specific dosage form. It may not be essential to use such a
medium for the performance test of the product, and in many instances a simple buffer may suffice. A reference (3) for the
composition of such media is provided for additional information.
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Aerosols and Nasal Sprays

Performance tests for nasal and lingual aerosols and nasal sprays are largely concerned with-droplet or particle size distribution
and aerodynamic size distribution. The procedures in Inhalation and Nasal Drug Products: Aerosols, Sprays, and Powders—
Performance Quality Tests (601) can be applied to products administered by mucosal routes. When the drug substance is present
as a solid with a modified-release mechanism in the administered dose, attempts should be made to determine the dissolution
of the particles (4).

Creams, Gels, and Ointments
Drug release tests for creams, gels, and ointments can be performed using a procedure described in (1724).
Emulsions

Performance tests for emulsions include globule size determination and dissolution/drug release testing. Globule size can be
determined using a procedure described in Globule Size Distribution in Lipid Injectable Emulsions (729). The drug release test can
be performed using Dissolution {711), Apparatus 2 (Paddle Apparatus) or a vertical diffusion cell as described in Semisolid Drug
Products—Performance Tests (1724), Drug Release Rate Determination Using Vertical Diffusion Cell Apparatus.

Films

Drug Release (724), Apparatus 5 (Paddle over Disk) can be used to determine the drug release from film dosage forms. A
mini-basket can be used for drug release testing of films.

Gums

For gum products, the performance test includes drug release from the formulation. A device is described in the European
Pharmacopoeia (5). The release of drug from the formulation requires masticatory activity that renews the surface exposed to
the medium. The rate of release will be a function in part of the frequency of chewing that is simulated by the test apparatus.
Gums can require conditioning at the temperature of the mouth to deform plastically under the action of the oscillating platens
of the test apparatus. : ‘

Important parameters for the apparatus include: dissolution medium volume, distance between upper and lower chewing
surfaces, recommended rotation angle, temperature, and chewing frequency. The dissolution medium chosen, the test time(s),
and the volume sampled are also important considerations. : »

Inserts

Drug release testing for inserts can be performed using Dissolution (711), Apparatus 1 (Basket Apparatus) or Dissolution
(711), Apparatus 2 (Paddle Apparatus).

Lozenges

Drug release testing of lozenges can be performed using either Dissolution (711), Apparatus 1 (Basket Apparatus); Dissolution
{711y, Apparatus 2 (Paddle Apparatus) at high agitation (175 rpm); or Dissolution (711), Apparatus 3 (Reciprocating Cylinder).

Suppositories

There are two types of suppositories: 1) hydrophilic (water soluble), and 2) lipophilic (oil soluble or melting). Drug release
(dissolution) for water-soluble suppositories can be performed using Dissolution (711), Apparatus 1 (Basket Apparatus);
Dissolution (711), Apparatus 2 (Paddle Apparatus); or Dissolution (711), Apparatus 4 (Flow-Through Cell). Drug release testing for
lipophilic suppositories may need modification of the dissolution procedure to avoid analytical interference from the oil globules.
Several alternative methods have been proposed (6-8). The flow-through cell apparatus using the cell for suppositories may
be useful. The selection of the method will be dependent on the nature of the formulation. Figure 7 shows the schematic view
of a flow-through cell [Dissolution (711), Apparatus 4 (Flow-Through Cell)] specifically intended for dissolution of suppositories.
The lower part (1) is made up of two adjacent chambers connected to an overflow device. The dissolution medium passes
through chamber A and is subjected to an upward fiow. The flow in chamber B is directed downward to a small-size bore-exit
that leads upward to a filter assembly. The middle part (2) of the cell has a cavity designed to collect lipophilic excipients that
float on the dissolution medium. A metal grid serves as a rough filter. The upper part (3) holds a filter unit for paper, glass fiber,

or cellulose filters. )
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Figure 1. Flow-through cell designed for suppositories (dimensions in mm).
Suspensions

The dissolution test for suspensions can be performed using Dissolution (711), Apparatus 2 (Paddle Apparatus). A small-volume,
mini-paddle apparatus may be used.

Sublingual Tablets and Buccal Tablets

Drug release for these dosage forms can be performed using Dissolution (711), Apparatus 1 (Basket Apparatus) or Dissolution
(711), Apparatus 2 (Paddle Apparatus). Mini-baskets or the mini-paddles can also be used for drug release testing of buccal and

sublingual tablets.
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(1005) ACOUSTIC EMISSION

INTRODUCTION

Ultrasound techniques can be categorized into two distinct types: acoustic emission (passive mode) and ultrasound
spectroscopy (active mode). Both of these techniques have many applications.

The technique of acoustic emission is based on the detection and analysis of sound produced by a process or system. This
is essentially equivalent to listening to the process or system, although these sounds are often well above the frequencies that
can be detected by the human ear. Generally, frequencies up to about 15 kHz are audible.

In the case of ultrasound spectroscopy, the instrument is designed to generate ultrasound waves across a defined frequency
range. These waves travel through the sample and are measured using a receiver. An analogy can be drawn with UV-visible or
IR spectroscopy in that the detected ultrasound spectrum reflects changes in velocity or sound attenuation due to the interaction
with a sample across a range of frequencies. However, as the scope of this chapter is limited to acoustic emission, ultrasound
spectroscopy will not be discussed further.

Acoustic emission is well-known in the study of fracture mechanics and therefore is used extensively by material scientists. It
is also widely used as a nondestructive testing technique and is applied routinely for the inspection of aircraft wings, pressure
vessels, load-bearing structures, and components. Acoustic emission is also used in the engineering industry for the monitoring
of machine tool wear.

In terms of pharmaceutical applications, the dependence of the acoustic emission measurement on physical properties such
as particle size, mechanical strength, and cohesivity of solid materials allows the technique to be used for the control and
endpoint detection of processes such as high shear granulation, fluid bed drying, milling, and micronization.

General Principles

Acoustic emissions can propagate by a number of modes. In solids, compressional and shear or transverse modes are
important. Compressional modes have the highest velocity and thus reach the acoustic detector (or acoustic emission
transducer) first. However, in most process applications of acoustic emission, there are many sources—each producing short
bursts of energy—and, consequently, the different modes cannot easily be resolved. The detected signal, for example on the
wall of a vessel, is a complex mixture of many overlapping waveforms resulting from many sources and many propagation
modes.

At interfaces, depending on the relative acoustic impedance of the two materials, much of the energy is reflected back
towards the source. In a fluidized bed, for example, acoustic emissions will only be detected from particles directly impacting
the walls of the bed close to the transducer. g

A convenient method of studying acoustic emission from processes is to use the “average signal level”. A root mean
square-to-direct current (RMS-to-DC) converter may be used to convert the amplitude-modulated (AM) carrier into a more
slowly varying DC signal. This is referred to as the average signal level (ASL). The ASL can then be digitally sampled (typically
at a sampling frequency of about 50 Hz) and stored electronically for further signal processing.

The simplest way of studying the acoustic data is to examine changes in the ASL. However, other information can be derived
from examining the power spectrum of the ASL. The power spectrum is calculated by taking the complex square of the
amplitude spectrum and can be obtained by performing a Fast Fourier Transform (FFT) on the digitized raw data record. Power
spectra may be averaged to produce a reliable estimate of power spectral density or to give a “fingerprint” of a particular process
regime. Interpretation of the power spectrum is complicated by the fact that the acoustic signal originating in the system is
distorted by several factors including transmission, reflection, and signal transfer characteristics.

The shape of the power spectrum of the ASL record is a function of the process dynamics. Periodic processes (e.g., mechanical
stirring or periodic bubbling of a fluidized bed) show high power at certain discrete frequencies. Random processes show either
flicker type properties, where power is inversely proportional to frequency, or white noise type properties in which power is
independent of frequency. The amplitude of the power spectrum is also affected by the energy of the acoustic emissions
produced by the process. For example, if hard material is being processed, the acoustic emission produced by particle impact
will be greater than that produced by soft material.

INSTRUMENTATION

- Generally, piezoelectric sensors are used to detect and quantify the acoustic signals produced by a process. Piezoelectric
transducers are constructed from piezoelectric crystalline solids connected to transducer control circuitry by electrical leads.
When configured as a detector, an acoustic wave that impinges on the piezoelectric element is transformed into an electrical

signal in the transducer control circuitry. When configured as an acoustic generator, an electrical signal applied to the
piezoelectric element by the control circuitry creates an acoustic wave that can propagate into the medium to which the
transducer is attached. Typically, this means that acoustic emission detectors can also be operated as acoustic wave generators
and this feature is used to ensure good sensor performance as described later (see Qualification and Verification of Acoustic
Emission Instruments).

In general acoustic emission applications, sensors with different resonance frequencies are often used (e.g., 70 and 190 kHz,
although higher frequencies may be more appropriate at smaller scales of operation), incorporating various band-passes. As
sound (ultrasound) of the appropriate frequency range reaches these sensors, an electrical signal is generated, the amplitude
of which is directly proportional to the energy (amplitude) of the incident sound waves.

These signals are processed through the following: i

1. a pre-amplifier (which incorporates signal filtering), |
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2. an RMS-to-DC converter,

3. avariable gain amplifier, and

4. aPC-based data acquisition board. _

The controlling software is also incorporated into the PC.

Acoustic emission equipment generally allows several sensors to be used simultaneously by incorporating muiltiple electronic
channels into a single instrument.

Signal Processing

The signal from a resonant transducer resembles an AM radio signal. At the resonance frequency of the transducer, the signal
consists of a carrier wave that is modulated in amplitude by the process. An RMS-to-DC converter is used to demodulate the
signal. The output of this device is the modulation signal or envelope.

The envelope is digitally resampled at a frequency appropriate for the process. For example, 50 Hz is a typical digital sampling
rate for a fluid bed drier or high shear granulator.

FACTORS AFFECTING MEASUREMENT

The following factors can affect the acoustic data obtained and should be considered when installing an acoustic emission

system.

1. Failure or Physical Damage—As with any other type of sensor, acoustic emission sensors can fail with time or as a result
of physical damage. It is important to check the sensor function as part of routine maintenance of the instrument. If
multiple sensors are installed on the same vessel, an active signal can be generated from one sensor and this can be used
to check the detection on another sensor. This exercise would ensure that the sensors are detecting the acoustic signals
generated by the process. A statistically valid “minimum acceptable acoustic signal” for the sensor(s) should also be
determined and monitored at the start, middle, and end of & process to ensure the performance of the sensor(s) during a
process run. This may be established from the routine maintenance signal experiments or on the basis of historical data
for the sensors. ‘

2. Issues of Sensor Interfacing—Sensors are typically installed on the outer wall of the process vessel. Several types of adhesives
(temporary or permanent) can be used to attach the sensor to the vessel wall. Through repeated cleaning and vessel
movement, it is possible for the bonding between the sensor and vessel to be compromised. Checking the integrity of
the installation should be part of routine maintenance. Similar to item 1 above, an active signal can be used to ensure
proper bonding between sensor and vessel and helps to confirm the matching of acoustic impedance.

3. Influence of Mechanical Noise—The use of high frequencies significantly reduces the contribution of mechanical noise to
the acoustic signal detected, especially at smaller scales of operation, although it does not eliminate it completely. Testing
the effect of various motor settings, for example, can determine if the acoustic signal detected is a function of mechanical
noise. If the effect is significant, using higher frequencies may be necessary. Awareness of the contribution of the
mechanical noise, no matter how small, is important to consider as the motors age or are replaced.

4. Influence of Vessel Wall Characteristics—Because the sensors are often placed on the outer vessel wall, wall thickness can
affect the quality of the signal detected. If the vessel is jacketed, the amplitude of the acoustic signal may be reduced.
Adding more sensors on the vessel can improve signal quality. Alternatively, an increase in signal may be obtained by
positioning sensor(s) at a location where contact exists between the inner and outer walls, essentially providing a
waveguide between the sensor and sound source. Waveguides may also be incorporated into the design of
manufacturing equipment to enable utilization of acoustic emission monitoring. Appropriate validation is required to
ensure that this does not adversely affect the performance of equipment.

5. Effect of Material Properties—During operation, the acoustic signal collected is a summation of various events occurring
within the process. For example, the acoustic signal generated as particles hit the wall in a granulator is a function of the
material properties of the granules (i.e., density, size, porosity). Therefore, significant changes to any of these parameters

* can affect the acoustic signal and the quality of the ensuing prediction.

6. Influence of Process-Related Factors—Similar to item 5 above, the process-related properties (i.e., force of impact, frequency
of impact, amount of material) can also affect the acoustic signal and the quality of the ensuing prediction.

7. Impact of Environmental Conditions—Finally, the influence of environmental factors (i.e., temperature, humidity) must
also be considered.

The acoustic emission data collected is vessel/equipment specific. It.is not advisable to apply a model generated on one piece

of equipment to another because the acoustic information can differ as a result of the issues discussed in items 3, 4, and 5
above.

Qualification and Verification of Acoustic Emission Instruments

A system suitability approach should be taken around instrument performance, establishing optimum measurement
configuration, then comparing the instrument performance to the values obtained during routine use to those obtained during
installation qualification (1Q).

This approach effectively answers the issues related. to sampling because, unlike other on-line analytical systems, the
transducers can be optimally positioned and attached to receive the maximum signal without vessel modification.

Sample rates need to comply with the Nyquist sampling theorem, which states that a signal must be sampled at a rate that
is twice the highest frequency component in the signal. A low-pass filter should be used to remove the frequency components
greater than half the sampling frequency (Nyquist frequency). Failure to.comply with this criterion will result in aliasing.

www.webofpharma.com




7232 (1005) / General Information USP 43

Owing to the nature of the piezoelectric transducers and because resonance frequencies are natural properties of the crystals,
it is not necessary to test the variation (reproducibility) or drift in the frequency domain. If other types of transducers are used,
this may be necessary. Any gross change in the frequency domain will be recorded as a drop in the power intensity at the
resonance frequency, and therefore is covered by the power intensity tests.

The two main areas for instrument performance verification are power intensity and timings. Any change in the signal
intensity will affect the raw signal and the ASL and, therefore, will also affect the power spectrum. Changes in power intensity
can occur as a result of changes in the process (e.g., variation in hardness or moisture in the particles impacting the vessel wall)
or changes in the acoustic conduit from the process to transducer. ‘

Reproducibility of the acoustic conduit should be tested using a second transducer to input a pulse or “ping” at the resonance
frequency of the receiving sensor. This reproducibility value represents the noise of the signal and can be used in calculations
of limit of detection (LOD) and limit of quantitation (LOQ), where LOD is defined as three times the noise of the signal and
LOQ is ten times the noise of the signal. The noise on the background signal level (in acoustic emission this background signal
is mainly due to ampilifier noise) should be calculated from twenty sequential ASL values acquired at the sampling frequency
used for normal operation. This test should be repeated in reverse in order to establish that statistically similar intensity values
can be obtained on both channels.

Short term reproducibility allows the calculation of noise. However, it does not give a measure of integrity of acoustic conduit
over time or, more specifically, of changes caused by the process (e.g., variations in adhesive properties with process changes
such as heating/cooling). The noise test should be repeated while executing the normal processing parameters (using an empty
vessel) and the drift in the ASL should be calculated. Care should be taken to make sure that signal drift (due to normal variation
in processing parameters) does not impact chemometric models used for endpoint determination. For trend plots, it should be
shown that drift is not statistically significant; otherwise, drift correction will need to be applied. Values for noise, drift, and
absolute ASL should be recorded and logged, and the tests re-executed if changes are made to the processing equipment or
to the acoustic emission system. If no changes are made, then the tests should be re-executed every month. In this way the
quality of th'e acoustic conduit can be shown to be intact and any changes to the signal intensity isolated and attributed to the
process itself.

During routine use, it is recommended that the noise test be executed (as above) before each process run, and that power
intensity and noise be calculated. These values should be logged and compared to those generated both during previous use
and during installation. Impact of the deviation from previous values will be a function of the prediction model and should be
addressed by method validation.

The noise data (from above) can also be used to calculate the time of flight of the pulse. If the pulse activation and signal
reception are synchronized, the time taken for the pulse to transmit across the vessel can be measured. This is a good indication
of the measurement electronics as well as the overall condition of the acoustic conduit. However, this test should be regarded
as a measure of the “system” condition and needs to be executed only if changes have been made to the process equipment
or the acoustic emission system, or every 6 months. Correlation of the measured timings with the historical ones should be
statistically valid. If not, it is an indicator that the acoustic emission system may need requalification by the instrument
manufacturer or supplier, or that there are changes in the acoustic conduit.

All of these tests require the use of an acoustic pulse generated electrically. Failure in any of the above tests could be attributed
to the signal generation itself. It is recommended that the electrical pulse generation system be requalified and certified against
National Institute of Standards and Technology (NIST) traceable standards every 12 months.

DATA ANALYSIS

Acoustic emission from granulators and fluid bed driers is known as continuous acoustic emission. Continuous acoustic
emission is aphasic (i.e., there are no starts or stops to the signal). This means that it is unnecessary to use signal processing
techniques that preserve phase. Power spectral analysis is a useful technique in processing acoustic emission signals. The
information in the power spectra, unlike the raw acoustic emission signals, is coherent in the short term, allowing signal
averaging to be performed. This provides a better estimate of power spectral density than that provided by a single power
spectrum. .

To detect endpoints in batch processes (e.g., granulation or drying endpoint), a qualitative multivariate model is appropriate
(e.g., PCA or SIMCA). The following sequence of operations is performed:

1. Training/Calibration—Acoustic emission spectra that are representative of the endpoint condition are obtained.

2. Modeling—A multivariate model describing the distribution of acoustic emission signals at the endpoint condition is

Created.

3. Prediction—Acoustic emission spectra are compared against the model. The fit to the model (usually expressed in terms
of a number of standard deviations) is monitored. As the system approaches the endpoint, the fit improves and
completion of the process is established once the model fits predefined criteria. The prediction model is generated from
acoustic emission spectra obtained from the process operating under normal conditions. Upsets (e.g., unwanted
agglomeration in coaters) are detected by observing statistically valid deviations from the model.

Adaptive modeling has also been proposed for upset detection. This involves generating multivariate models continuously
as the acoustic emission signals are acquired. Unusual deviation of the acoustic emission signal indicates the occurrence
of a process upset. The advantage of adaptive modeling is that it is not necessary to perform a separate calibration step.

GLOSSARY
Acoustic Emission Transducer: A solid state device usually incorporating a piezoelectric element to convert the acoustic

emission wave to an electrical signal. .
Acoustic Impedance: Acoustic impedance (Z) is defined as Z = pv (where p is density and v is the sound velocity). It is an
important quantity and gives the proportion of sound energy transmitted from one medium to another and the amount of

energy reflected at the interface.
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Adaptive Modeling: A method that predicts the state of a process without the use of a previously generated model (i.e.,
there is no prior training or calibration step).

. Aliasing: Spurious low frequency components, appearing in the signal, that are really frequencies above the Nyquist
requenc

Ampﬁ,tude' The magnitude or strength of a varying waveform.

Average Signal Level (ASL): A measure of the average power in an acoustic emission signal.

Band-Pass: The range of frequencies within which a component operates.

Compressional Mode: A longitudinal mode of acoustic transmission encountered in solids, liquids, and gases.

Continuous Acoustic Emission: Acoustic emission signals that cannot be separated in time and are typical of
pharmaceutical processes such as granulation and fluid bed drying.

Flicker Type Properties: A type of signal associated with many natural processes. The characteristics of flicker noise are
'éhat gne power of the noise is directly proportional to the signal and has approximately a 1/f (f = frequency) spectral density

istribution.

Gain: The amplification factor for a component usually expressed in terms of decibels (dB).

Gain in dB = 20 log;,, (Voltage,Voltage,,).

Nyquist Frequency: The Nyquist frequency is defined as half the digital sampling rate and is the highest frequency that
can be reproduced faithfully.

Piezoelectric: A material which generates an electric field when compressed. Piezoelectric materials are used in the
construction of acoustic emission sensors. A common material is PZT (lead zirconium titanate).

Power Spectrum: A power spectrum of a signal is a representation of the signal power as a function of frequency. A power
spectrum is calculated from the time domain signal by means of the Fast Fourier Transform (FFT) algorithm. It is useful to study
acoustic emission signals in the frequency or spectral domain, as the spectrum is often characteristic of the mechanism.
Improvements in signal-to-noise ratio can be obtained by averaging a number of power spectra, as they are coherent.

Power Spectral Density: The measure of acoustic emission power in each resolution element of the power spectrum.

Resonance Frequency: The frequency at which an acoustic emission sensor is most sensitive. Resonant acoustic emission
sensors have a clearly defined resonance frequency, but are usually sensitive to other frequencies.

RMS-to-DC Converter: An electronic device that converts an alternating signal to a voltage level proportional to the
average power in the signal.

Shear Mode: A transverse mode of acoustic transmission, encountered only in solids.

Signal Filtering: Flltenng a signal means attenuating frequencues outside a prescribed range. In acoustic emission work,
band-pass fllterlng is used to improve the signal-to-noise ratio by attenuating noise outside the bandwidth of the sensor.
Low-pass filtering is used to remove frequencies higher than the Nyquist frequency in order to prevent aliasing.

Transverse Mode: A mode of wave propagation where the dlsrlacement of the material is perpendicular to the direction
of propagation. These modes are only encountered in solid materials

White Noise: The characteristic of white noise is a power spectrum of uniform spectral density and is associated with purely

random processes.

(1010) ANALYTICAL DATA—INTERPRETATION AND TREATMENT

Change to read:

41, INTRODUCTION

This chapter provides information regarding acceptable practices for the use of analytical procedures to make decisions abou
pharmaceutucal processes and products Basic staﬂstccal approaches for decision making are described, and the comparison of
, etai

3 d d elopment and execution of a rol
on rehable analytlcal p cedures I'ﬁ the development process, analyti 0C ‘
produtts are thorough terized and to optimize the commercial manufacturmg process :
assurance that a product is cons stently safe, efficacious, and in comphance with its specificati

| ol strategy to further ensure that quahty preserved
, this chapter will rely p
tatlstlcal des:gn“ n ampl ng, and
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sa 3 'Statlstlcal desngn is. used to full represent the populatlon
"hrle the random acqu:smon of test samples i

‘ or as the certainty that the populatton paramete
ctive ;?robabnli )~

us is on investigational studies where analytical data are generated from carefully pIanned and execute ex
well as. conﬁrmatory studies which are strictly regulated with limited flexibility in design and evaluation. This is in contrast to
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method, and to the apphcatron oof sound statistical prmcuples The steps of the sc
Study objective. A pharmaceutical study can be as simple as testing and releas
complex as a comparison of analytical procedures: The same considération p
study. Each study is associated with a population parameter which is 1
parameter might be the batch mean. For the analytical procedure comg
means produced by the analytical procedures. In each case an approprrate '
is used to make a decision from the study.
Study desrgn The study should be desrgned wrth a structure and replica

in release of a manufactured lot, samples across the range ofm
each type and level of test sample might be considered. Similar consideration s
appropriate factors should be included in the procedure. The design should also ackno
basis for managing study risk is the reduction of the uncertalnty in the est
Study conduct. Once the study has been designed, samples
procedure. Effective use of randomization should be consider
should be taken during data collection to properly control t analytical pro )
preservatron of mformatlon An adequate number of srgnlfrcant gi ec

rnterval estxmates should be used to commumcate the robustness of the result s (vi

communication of the study decision. A decision can be. made when the objecti

make such a decrsron (e.g., asinan |nvest|gatronal or confrrmatory stud ). Th
he

of the data. This is called “data snooping” and can lead to lnappropnat,

This chapter has been written for the laboratory scientist and th i
in the analytical procedures and the uses made of those procedur\ :
analysis in their practices. The statistician is primarily skilled in the desrgn
reliable decisions and should appreciate the science and constraints
their understanding across specialties, both dlsaplmes should value the essentlal componen
data.

Prerequ:s:te Laboratory Pract:ces and Pnnc:ples, and Sectron 3 will describe a
Uncertainty. A series of appendices is provrded to illustrate topics re]ated to,the ge

framework within which the results from a compendlal test are‘rnterpreted is cle
Results. Selected references that might be helpful in obtaining ddi

chapter are listed in Appendlix 6: References at the end of the chapter. t
represent an exhaustive list. Further information about many of the methods cited in this chaptermayg
statistical textbooks.

2. PREREQUISITE LABORATORY PRACTICES

The sound apphcauon of statistical principles to analytical data requires the assum,
in a traceable (i.e., documented) and unbiased manner. To ensure this, the following

Sound Record Keeping

Laboratory records are maintained with sufficient detail, so that other equally qualifiec
experimental conditions and review the results obtained. Wh n collecting data, the da
places than the specification or study acceptance criterion requires, Rounding of
occur ‘only after final calculations are completed as per the General Notices. Stu
adequately documented so that a reviewer can understand the bases of the study design an

Procedure Validation

Analytical procedures used to release and monitor stability of clinical and commercial materials :
as specified in Validation of Compendial Procedures (1225) or verified as noted in Verffi s
Further guidance is given in Statistical Tools for Procedure Validation (1210) and Biological A:
procedures published in the USP-NFshould be validated and meet the Cu ant
requirement for validation as established in the United States Code of Federa Regula ~rons:When an analytica
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in'a non-GMP study, it's good practice to ensure that the analytical procedure is adequately fit for use to'support the study
objective:

1 acceptable level of performance for an a
alyzing a ¢ ‘ntrol ample at app pr
tandards

3. BASIC STATISTICAL PRINCIPLES AND UNCERTAINTY

~ This section introduces the concept of uncertamty, and couples this with familiar statistical tools which facil
S : A tools

nderstanding of: uncertarnty is not new to the pharmaceutrcal |ndustry, or more broadly th F
ions from analytrcal data. The study of measurément and measurement uncertainty falls formally
(see Appendix 4: The Principle of Uncertainty). This section will frame the concept of uncertainty and illustrate som.

statistical tools.

Uncertainty

probabrllty whkh is sometrmes expressed as confide
] ans to manage phar

~ Uncertainty is drrectly related to risk. R y, b

cost is the opportunity loss due to makrng an mcorrect decision trmes the probabr!rty of that loss. Here
outcome such as the value of a lot of manufactured material, or less quantifiable such as the loss of pat
or brologrcal,
e concept of uncertainty is:its relationship to the structure of variability, The overall variabilit
composr ~of many i individual sources of variability. In a general sense one can manage the over, gh
reflnement in one or some of those sources, or through strategic design (e.g., replication and blocking). In elther case the effort

results in higher certainty and lower risk.

Basic Statistical Principles

All results from studies using analytical data are, at best, estimates of the true value because they contain uncertain
statistical principles related to estimation and uncertainty: will be illustrated for the population mean of ‘

STATISTICAL MEASURES

: nd,dlsperston;p a popy

( al measures used to estrmate the cent S|

_ the process gene ating the data predrctlon intervals for capturrng a smgle futu' rn confi
tolerance intervals capturing a specrfred proportion of the individual measurements with specified confidence.

STATISTICAL ASSUMPTIONS

: ,;assumptrons should be ]ustrﬁed wrth respectkto ‘the underlying data generation process and verified t
‘ f ssu wptrons appear to be vrolate alt: h
g )Lc
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The' samplmg and calculation process described above will provide a confidence interval that contains the true parametrlc
value 100 x (1.~ @)% of the time. Alternatively one can utilize a Bayesian approach to derive an interval which contains, w
probability. 100 x:(1 < &)% the true value of the mean ( 1.2).

4. STUDY CONSIDERATIONS

There are a number of scientific and statistical-considerations in ‘conducting a study. These will be discussed in the context
of the stages of the scientific method (see Introduction).
Study Objective

ive is a statement of the goal(s) of the study. Generally, the goa!s are placed into two
g imation is the goal when the investigator wishes to report results t ¢ f
process and are the subject of the study In statistics these true quantities

u erical estlrnates can erther be single numbers (point estimates), a range of numbers (interval estimates),
‘thonal estimates). A point estimate is a single number that “best” represents the unknown true value o 1 PO

~he‘computed average or standard deviation of a data set sampled from the study population ar, f po
¢ i oseto the unknown parameter value, although the

~ nd Uncertamty, Statrstrcdl Intervals. Interval est ',:
3 y be useful for nsk based decrslon makmg

Distri
random variable. In particular,. posterior dlstnbutrons formed by combmrng prlor and sample rnformatron are used to assrgn
probabilities that the. unknown parameter will fall'in a given range. Appendix 5: Bayesian Inference describes the utility of

: pa gm sed to express the objective of an inferential study is a statistical hypot
ressed as a pair of statements called the null hypothesis Hp and the alternative hypothesrs (H,).Bo
some unknown ‘population’ parameter. Population parameters are often denoted with Greek letters. ‘The Greek lett
will be used for illustration. A two-sided hypothesis test can be written as

Hi6#6, = (6)

where 6, represerits the hypothesized value for 6. The alternative hypothesis is sometimes called the research hypothesis
because it represents the objective of the study As an -example, consider the true slope of a linear model representing the
average change in the purity of a compound over time. Traditionally, this. parameter is represented with the Greek
(B). An investigator intends to determine if there is evidence that the average change in purity is a function of time. That s, if
it can be shown that the true value of the slope is non-zero. Accordingly, equation (6) is written as

Hif=0 .
Lo ,:(7)

: udy sought to determine either a positive change (mcre ein ‘pu ty) or a nega
purity) But this is unlikely to be the desired oblectrve of the study. It's more plausible that the study w
determine if there is evidence that average purity decreases over time. This would be expressed as a one-s

Hypz0.
HiB<0

The choice of two-sided or one-sided hypothesis test should be made when formulating the study oblectw_ , and priorto

desngn and execution of the study. It should be based on a plausible scientific objective and should never be.d
> study results. Examples of two-sided and-one-sided hypothesrs tests will be given.in Comparison of Analytical

; mvestrgator formulate therr hypotheses wrth a screntlftcall  or pr txca! I
ated in Comparison of Analytical Procedures and is drscussed in detail in Appendix 3: Equivale

www.webofpharma.com

T
¢
=
0
-
St

0

=7
[

o

.
m
]

»




7238 (1010) / General Information UsP 43

isions in'a statistical tese
1f H, s true If H, s false

Reject H, Wrong conclusion (Type | error) Correct conclusion

Do not reject H, Correct conclusion Wrong conclusion (Type il error)

Tab

Wrong Conclusion

Type Lerror a (called the level of significance)

Type Il-error £(1 = Biscalled the power)

er on
appropriate
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The most stra;ghtforward type of random sampling is called simple random sampling. However, sometimes th
selecting a random sample is not desirable because it cannot guarantee equal representation across. (
of a study to release manufactured lots might incorporate factors such as selected times, locations, or
streams (e.g., multiple filling lines). In this case a stratified sample whereby units are randomly selected from witl
can be utlllzed ‘Regardless of the reason for’ taking a sample, a. sampling plan should be established to provide details on
the sample is to be obtained to ensure that it is representative of the éntirety of the popul

Randomization should not be restricted to sampling. Study samples should be strategically entered into'an analytica
procedure using randomization, while blocking can be utilized to avoid confounding of the study objectnve with assay related
factors.

Sometimes it's impossible to utilize sampling plans which are random or systematic in nature. This is especiall
the‘p |nﬁmte ln th: -ase represen atrveness is addressed through study destg ding b

! g
measurement, and/or study related processes. ln the case of samplmg to measure a property of a manufactu k
that the samphng will include some element of random selection. There should be sufficient samples collected for the original
analysis, subsequent verification analyses, and other supporting analyses. In the case of sampling to address a mplex
study, representativeness should be addressed through strategic design. It is recommended that the sub]ect matter expert work
with a statistrcran 1o help select the most approprlate samphng plan and desxgn for the sps

with the test data exactly and round only the fmal result”. Roundmg intermediate calculated results cont s to the
error in the final result. More on rounding is included in General Notlces, 7.20 Rounding Rules and in Appendix 2: Models ana

Data Considerations.

Study\A‘nalySis

summaries such as group averages and appropnate measures of varlabrllty, as ‘well as plots of the dataj
facilitate the analysis and communication of the study results and decision. Summaries should be: supplementedw
intervals or bounds, which express the uncertainty in the summatry result (see Basic Statistical Princip 1d U
Transformations based on either scientific information or empirical evidence can be considered, and screenir
values and subsequent investigations completed (see Appendix 2: Models and Data Considerations).

Many common statistical analysis tools are found in calculation programs such as spreadsheets and |nstrume tfsoftware
Software which is dedicated to statistical analysis and modellng ‘contain additional tools to evaluate assumptlons as:
with the analysis tools, such as normality, homogeneity of variance, and independence. Those with limited or no st:
training should consult a statistician throughout the process of conductmg a study, including study design and analysis. Their
statistical skills complement the !aboratory skills in ensuring appropriate study design, analysis, and decisions.

The study considerations outlined in this section WI" be illustrated hereafter.

5. COMPARISON OF ANALYTICAL PROCEDURES

It is often necessary to compare two analytical procedures to determine if differences in accuracy and precision are less'than
an amount deemed practically important. For example, General Notices 6.30 describes the need to produce co
pendial method. Transfer of analytical procedures as described in Transfer of Analytlcal Proce
comparatwe testing as an acceptable process. A change in a procedure includes a change in technology, a
(called transfer), or a change in the reference standard in the procedure

For purposes of this section, the terms old procedure and new procedure are used to répresent a procedure bef
change. Procedures with differences less than the practically important criterion are said to be equivalent or J
3: Equivalence and Noninferiority Testing). This section follows the outline described in Study Considerations highlighting the
scxentnﬂc method of (1)'study objective, (2) study design, (3) study conduct, and (4) study analysis.

Study Objective of a Procedure Comparison

old p cedure. There are two conceptual study populations: All future measurements made wit
r pr s rements made with the new procedure on the same pr

described in terms of the mean and standard deviation of the population of measurements.

of the reportable value of the new procedure are denoted by the Greek symbols iy and
the new” procedure populatlon The mean and standard deviation of measurements using. the ”old";{ 0CE
loand g, resp=ctlvely ‘These means. and standard deyiations are unknown, |
equnvalence or noninferiority (the new procedure is not inferior to the old proc ure) are informed by estim om
the experiment. Characteristics for comparison are most generally accuracy and precision across the range of the assay, and

_ The study objective of a procedure comparison is to demonstrate that a new procedure performs equivalen
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across conditions expenenced during long term routine analysis. A risk analysis should be performed to'identify such.conditions.
Discussion of accuracy and precision are found in {(1225).

ACCURACY

To compare accuracy of two. procedures oone compares the procedure means. In particular,
absolute value of the true difference in means,

ol =i~k

are

Ho: I.UDI> =
Hat luol < d.

(see Appendix 3: Equivalence.and Noninferiority Testlng)
Probably the most difficult aspect of conductmg an equzvalence test

of legacy data that may inform the decnsxo
on requirements of a manufacturing process follows in the ction Dete

PRECISION

To compare precision of two procedures, one compares the procedure standard deviations, Whereas a ‘comparison of means
involves a difference, a comparison of standard deviations involves the ratio

The study objective is to demonstrate that the ratio in equation (12)s less th:
noninferiority hypotheses are

(see Appendix 3: Equivalence and Noninferiority Testmg) The selection of k should be in alignment with the selection of d for
the accuracy assessment. This process is demonstrated in the following section.

DETERM!NATJQNOE;d:AND;,,,k

falls outside of specn‘:cat;on (00S) when measured wnth the new proce‘
the process is in control and measured with the new procedure for se
symmetric around #g, negative values of d provude the same 00s .

Table 3. 00S rate with new procedure for values of d and k
d k=1 k=15
0 0.001% 0.01%
1 0.04% 0:.14%
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Table 3. 00S rate with new procedure for values of d and k (continued)

k=1

k=15

k=2

1.27%

2.28%

3.85%

where ®(e) represents the cumulative probablhty functiol

allows an QOS rate no greater than 1.0%. Based:on Table 3, a-consistent set

Study Design of a Procedure Compari

VThe study design for comparing the old and new analytical procedures is comprised of the: selectio
X design, and sample size determination (the so-called power calculation)
, "he first scenario considers samples from homogeneous test material, and
matenal with variation across sample units.

two ample desugn

Table 4. Independent two-sample design

sample D New Procedure Old Procedure
1 fin
2 Yie
Y 8
i Nn N
i+l ‘ Yo
n+2 Yor
N+ No
il
Sample Mean
| sample Variance .

eded to ensure the sample size is great enough‘t
valence hypotheses in equation (11) assuming oy
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SCENARIO 2: VARIATION ACROSS TEST SAMPLES

__Itis often desirable to compare procedures across manufactured lots or use different manufactured levels
is rmpor‘ nt if the study objective is to ensure the range of the procedure in the newzlaboratory, or when
, egraded samples. This selectlonof-testkmaterlal lntroduces a ation
udy deStgn in order t '

is referred to as a blockmg factor t au
ations). This has the effect of removing the variation across test samples from the analysis. Table 6 presents a schematic

lllustraktion of the paired design using n test samples.

Table 6. Paired design

Test Sample New Procedure Old Procedure Difference
1 Y Yos Dy=Yyy = Yo,
2 Va2 Yo, D; =YN2" Yd,i
n 3YMn YOn

Sample Mean Yu

Sample Variance NA NA

~ :ycan be

0

s

=)

o

ich is the same formula shown.in equation (17). R S
i ame planning data from Scenario 1, the test for equivalence of means with 8 = 0.10 when = 0 and & = 0.05 is 9
e (1 i 22) ((1 645 +11 zgz) % 0. 4) 1 =,\7.i9»~ , ,‘1_; (;21‘).- -8

i at|on studles or repeated measu
desngn m Table 6 andﬁrecord two‘mdepend‘ '

mat ~for c% is avaﬂable the requlred'sample S|ze for. the nomnfenonty test lS denved |terat|ve!y from the
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i , 2.5 2,167 5.418
17 25 7.962 19.904
18 25 8.672 21.679
22 25 11.591 28.978
23 25 12:338 30.845

; cribed formulas. Data in 1
These values were selected to demor

Table 8 repoits a sample data set with fy

Table 8. Data from simulated two-sample independent design
sample Mean sample Variance

Procedure

New

¥5=99.85

old

constructing a 100(1
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usP 43 .

'ackages such. as Excel, non- mteger df values are ot
mpl ykround to the nearest |nteger

Er T (0214 0159)2
df=’?'#~125' “15
’ S 0214%

Has—D

100.08 - 99,85+ 1.703; e
Since the computed confidence interval falls entirely in'the range between -1 and +1 (i.e., =d to +d) equivalence of means

has been demonstrated.
Precision is tested. usmg the hypotheses in equation (13) by constructing a 100(1 - )% one-sided upper confidence bound

on the ratio on/o, Using the formula

uation (25) is |ess than k the nuII hypothesns is re]ected and one concludes noninferiority of the standard

dewatlo of W procedure This:test has a Type | error rate of o.
The 95% upper bound on oy/o, computed from equation (25)is

@

Since this upper bound is less than k = 2, noninferiority of the standard deviation of the.new procedure has been
demonstrated.

_ SCENARIO 2: VARIATION ACROSS TEST SAMPLES
‘Table 9 provides summary results for 18 test samples in a paired design with D =Yy, - Y.

Table 9. Data from simulated paired design with n=18
Sample Variance

Sample Mean

[015t00.63 . (7
Since the computed confidence interval falls entirely in the rarige between =1 and +1 equivalence of méans has been

demonstrated.
The nonmfenonty hypotheses in equation (13) can be tested by constructing a 100(1 = &)% upper confid

e bound on o/
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Whéré-k‘if,i e
upper bou
From l"

method N, Y01 is the first measurement on test sample j w;th met od
with method 0. The resultmg 10001 = a)% one-sided upper (

samples (each with four mdependent measures) If this formulatlo
the test for mean equivalence.

will discuss and illustrate the deszgn and analysns of various control ¢ hart tools; as
used to make decisions.
Through its lifecycle a process or a procedure can be influenced by
manufacturing process this might 1mpact the quality of the product
procedure Whlch Is routmely used to a|d deasnon makmg, thls km:gh incre

as;urance of a state of control To thls end, ata from a manu
collected and analyzed Fora manufactunng process these may p
materials. For an analytical procedure they can include anal lcal resul s for
system. suntabthty data. It's important to note that theicon

process will be used to refer to both a manufactunng
Although various trending methods exist, control ch 2 on
analysis, There are many types of control charts including the followang
e Individual (1) chart for plotting individual values over time,
X-bar chart for plotting sample means over time,
Range (R) chart for plotting sample ranges over ttme,
Moving range (MR).chart for plotting moving rangeszover time,

" S-chart for plotting sample standard deviations over time, and
Exponentually weighted moving average (EWMA) and cumulative sum (CUSUM) charts which are used when sm¢
in the mean of the procedure are of interest.

A'typical control chart consists of a centerline and lower and uppe Aont

distribution of a variable measured in the process. The two co
intended, nearly all results will fall within the two limits. Observations outside the limits or points within the limits that\

‘effective graphical tools for such
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tematic or nen-random pattern are indicative of a potential performance issue, Non- -systematic
by \ WECO ch stands for Western Electric Company) and Nelson (1984) that can b

orical data (the “control data”) are typically used to obtain the centerlin
a visual means for. |dent|fymg shifts, trends, and variability indic

examplé-ls preSented in the next section based on the Individual or I-chart.
Shewhart I-Chart

To develop a control chart for individual observations, it is customary to set control limits at

Process Mean + 3 x. Pro;;és's,Standafrd Deviatio

To demonstrate, consider a sample of 20 observations with ¥=31.2and MR -2.18. From equation (36) the computed

control limits are

The associated l-chart is shown in Figire 7.
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{ neighboring points

A possible increase in assay variability

e decrease in'assay variability

Non:random sample

Figure 2. Individual control chart

587 (2016), Montgomery (2012), and Wheeler (2012) pro\
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variance, and mdependence This appendix focuses 6n adequacy.of models that are fit to analytical ‘data; as well as data
consrderattons such as significant digits, transformations, and outliers.

Models
1 statistics, a model represents a functional description of some property(s) of a population, The term populatron refers to

set of all possible. values of an attribute. A model parameter, also referred to as a population parameter, is the true but

lunknoWn value of a property, which'is typlcally the subject of the statistical i inquiry.
A means model characterizes the center of a univariate population, and can-be written as

Yighiah ol (38)

' observation in a'sample of size n from the population, x is a model parameter representmg the populatron
( ror. This error represents the effect of all factors that explarn why th measured value is not always equal to
#.Suc ctors typically include lot-to-lot variation in product or analytical method error. The means model is the basis of
statistical inquiries related to a populat:on mean, usually estimated by the sample mean

with errors estimated by residuals R = ¥, ~
Another familiar model is the srmple linear regressron model. This model characterizes the linear trend in the population

mean with some covariate X; (e.g., time or dose), and can be wntten as
Viza+pXi+E. i (40)

Y) rs the A" observatlon ina sample of size nfrom the bivariate populatxon ‘the parameters aand B are the mtercept
: h del (38) ha:

ere (X,
‘ 'unctxonal relatlonshlp and E, F

'odel (38) -
ight be nonlinear, can include qualitative factors (e.g., analysts
om rather than. frxed values (e.g., another. measurement Z; ma

Slgnlficant Digits

ith as many dlglts as practlcal Roundmg should be used on e
es the acquisition of numerous digits, while databases should be des:g- ed tc
er calculations from the data. ,
gits ported can sensibly be based on the standard deviation of the reportable value. A
0 Rounding Rules, and (23) provide guidance on rounding and determlnatron offsngmﬁcant:dlglt

Transformation

sformation is a functional re-expression of a measurement in order to better represent a known s
satisfy the assumptmns of a statistical model. Transformations can- also be discovered emplrlcall i
the data using residual plots. One partlcularly useful transformation with analytical data is the Ioganth

transformatlon described in the next section.

LOG TRANSFORMATION

Examples'of transformations using scrent:f«c knowledge of the measurement system come from many biological systems in
‘variation around the responses. predrcted by a means model is often Pproportional to the response. For these systems,
it is useful to work with the log of the ongmal response which will have nearly constantvariance across th ge of the response.
The shape of the transformed distribution will also be more symmetric as shown i the lower panel of Figure 3. Alog
transformation can be conducted’ using any base mcludrng Napierian (base ), common (base 10), or base 2.
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ransformed responses (Sy) can likewise be back-transformed as exp(Sy). This term
ation (GSD) by Kirkwood (1979). That i
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scaled responses can be wrrtten as + S thls might be summarrzed as GM x/— GSD or GM/GSD GM
d '~tf~for/example GSD = 1.25 and GM = 1.0, a range might be summarized )/1.25
, should be noted that this represents a 1-standard devratlon range. A more appropriate range migh
the log transformed:scale (see below).
Kirkwood also defines the percent geometric coefficient of variation as

%GCV=100% (GSD=T)% - = (43)

~ An alternative measure of variability derived from the arithmetic moments of the log-normal distribution in the original
scale is

%GCV and %CV of the log-normal distribution are cIose to each other when both are Iess than 20
: g with be clearly specrfled when reporting the measure of variabili

pretation of these measures are described more fully in Biological Assay Validation (1033), Appendices,

of Location and Spread for Log Normally Distributed Variables.

equatron (5) in Basic Statistical Principles and Uncertainty, a 100(1 = )% two- sided confidence interval on the mean in

the log scale is

UB(T) ; T+t1 a/Zn 17'

where n is the sample size and t, 2,01 is the 1 - a/2™ quantile of the cumulative Student ¢ distribution having area 1 - a/

2tothe leftand n -1 degrees of freedom.
The confidence interval on the geometric mean in the original scale is obtained from the bounds in equation (45) as

LB(Y) = exp(LB(T))
UB(Y) = exp(UB(T)). .

Transformations other than logarithms may be considered for other types of data. For example, when workin
oroportions between 0and 1 (or percentages between 0% and 100%), either the arcsine or logit transformati
rcsine transformation where Y is represented as a proportion is

T=2xsin!(NY) 0 @D

and the logit transformation is

=hl) @
V,transformatrons are particularly useful when a majority of the data are pushed against the upper bound of 1.0 or the
und of 0.0, Count data may be transformed using a square: root or a log transformation of the count.
r transfor at|0ns, the most common of which are Box-Cox transformations, are also useful re-expressions. These

A
T= -.——-—,1 ;e o
rn(m;&o -1(49)

where 1 is selected to best transform the data set to normality. Information on Box-Cox transformations is provided in Section

6.5.2 of the NIST/SEMATECH e~Hanc book of Statistical Methods.
Regardless of the transformation, summary measures andintervals calculated in the transformed scale can be
back-transformed to the original scale. In all cases the data should be examined to establish if the transformed measurements

exhibit almost uniform variability and are approximately normally distributed.

Assessing Model Adequacy

All. models involve assumptions about the processes that generate the data and the data itself..In additi
functronal form he drstnbutron of the error term in equations (38) and (40) is of | pnmary importa T
that the error terms are independent, normally distributed, and have constant variance across the range of
these assumpttons are: reasonable, statistical models are usually readily interpretable and powerful (e, abl 0. 16as
effects with good precision and discrimination between groups). As attractive as any model might be, 1t is imperative to check
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forand address violations of the assumptions upon which these modelsrely. Assessing model adequacy s the process of verifying
these assumptions.
There are both graphical and quantitative. methods for assessing model adk uacy.Ir
multiple iterations of conversations between researchers-and: statisticians: be
include appropriate transformations of the data, the treatment and design factors
assessment of model fit.
Useful tools for assessing model fit include residual plots with both raw
detection methods, and regression leverage and influence measures. Plots
most common format is a plot of the residuals on the vertical axis, and the
the observations on a residual plot increase or decrease in spread along the
assumption of constant variance. Any linear or non-linear trend in the r.
not be correct, or that an important treatment factor is missing from
indicate the need for a quadratic term in the model. ‘Additionally,
be an indication of an outlier. As noted previously, some of these problems.
transformation. )
Normality of the error terms is an especially important assumptic
methods that can be used to monitor this assumption include dot plots
(sometimes called quantile-quantile or QQ plots). These gra ,
packages. Statistical tests of normality are described in Sectio
in statistical software packages.
Lack of independence typically occurs when data are‘ln some manner “batched” i

intragroup correlation can be properly modeled |

Care should be taken in the assessment of model
sample. For small samples such tests may be insensitive for detectmg depar
large samples, they may detect an assumption violation even though visual asse sugge:
reasonable. A combination of scientific understanding of the measurement processg_ nerafing
statistical tests can be used together to address model adequacy.

Outliers

Occasionally, observed analytical results are very different from expected an:
called outlying results. These outlying results should be document
measurements of the property being. measured but re,very dif

obtamrng an outlymg analytlcal result is apphcatlon of an appropnate set of system suitabili
1: Control Charts).

When an outlying result is obtained, systematic laboratory and process investigations are
assignable cause can be established to explam the result. Factors to be considered’
human error, instrumentation error, calculation error, and product or component
consider the precision and accuracy of the procedure, the USP or in-house Referenc
analytical trends, and the specification limits. If an assignable cause due to the analy
retesting may be performed on the same sample, if appropriate, or on
data may be invalidated and eliminated from subsequent calculations.

“Outlier labehng is informal recognition of outlying results that*should be furth
Outlier labeling is most often performed visually with graphlcal techniques
or box and whisker plots. “Outlier identification” is the use of statistical 5|gn|f| ;
inconsistent with the known or assumed data distribution. The selection of the correct outlier:
depends on the finitial recognition of the number and location of the values. B

A simple example is presented to demonstrate this process. An analytrcal procedure re
of liquid drug product which are used to provide a reportable concentration value (mg/m  for t ; /t
selected. When measuring the third vial, the analyst noted a slight deviation.in the:sa reparatlon vhich w
in the protocol. The three measurements are reported in Table 17. Vial 3 is the vial in question,

Table 11. Concentrations for three vials of drug product

Vial Concentration (mg/ml)
1 49,9
2 49.8
3 ‘ 51.8

The residual plot for the mean model described in equation (38).is shown'in. Frgure 4. Here the residual is the measured
minus the sample mean of the three vials (50.5 mg/ml).
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© Residual (mg/mly .

Figure 4. Residual plot of the data.

The residual for vial 3 visually resides far from the other two values and is accordingly labeled a s an outlier.
One stattstlcai test that can be used to determine if vial 3 can ‘be identified as an: |

L is based on a ratio of differences between the observations. For this partrcula pplication where i
ximum value is an. outher, asingle test statistic is computed and compared to a critical value
probablhty distribution. The minimum value in the data set is 49.8 mg/ml, the middle value is 49.9 mg/mt and the maximum
value is 51.8 mg/ml. The test statistic is defined as

Maximum—Middle. ~ 51.8 — - 49.9
Maximum—Minimum . 51.8 — 49.8 -

-095

The calculated value in eqiiation (50) is then compared to a table of values based on the distributior of order‘statistrcs fora
normal probablhty d|stnbutron The cnttcal value that must be exceeded to be :dentsﬁed as an out thre

small sample. Rather, one would need to rely on prev1ous measurements ‘made with the proced | € t
support this argument. In general the critical value as well as the ratio that one constructs for the Dixon test. depends on the
number of measurements in the data set and the type 1 error rate. A complete set of critical values for sample sizes less than
30 are available in B6hrer (2008).

As noted previously, the process of identifying a statistical outlier generally requires scientific supportfor ;
For the apphcattons performed in an analytical.lab, candidate outlier tests are typically univariate. Two qu
when selecting a method are

1. Can the distribution be assumed to be normal, or should a test be applied that does not require this particular

distributional- form?

2. Do we suspect more than one outlier, and which observation(s) have been labeled?

With regard to question 1, outlier tests can be categorized as either. parametric as
parametric structure selected by such methods is typically-the normal distribution. Question 2 cor , ere is or
or more labeled outliers, and the relative location (i.e. greater or less than the bulk of the measuremen ts). If more than one
outlier is suspected, then sequential approaches may be needed to perform the test.

Useful references on this topic include Barnett and Lewis (1994), Hawkins (1 980), ASTM E178, and a literature review by

Beckman .and Cook (1983).

1 assignable cause.
ions to consider

APPENDIX 3: EQUIVALENCE AND NONINFERIORITY TESTING

‘General Notices describes the need to produce comparable results to the compendial method. 'Several options were identified
y address this as noted in Hauck et. al. (2009). Among these was performance equnvalen , ice equivalence is used
to establish the equivalence of the two procedure means, and noninferiority of the new procedure variability to that of the old
procedure, as the basis for demonstratmg comparability between two procedures,
The article goes on to describe an approach for demonstrating comparability using statistical hypothesxs testing. This
appendix describes the general principles of statistical hypothesis testing, as applied to quivalence testing of procedure means
and noninferiority testing of procedure: variabilities.
In classical statistical hypothesm testing, there are two hypotheses, the null and the alternative. For exal
eomparl a{new and an old procedure, the null may be that two means are equal and the alternative that they dtffer. This

H = e
Hy: #N Flor
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or equivalently

pproach
null In such a cas we ;

the alternatlve hypoth
:mportant to unders d
similar” f :

used to'address results. Decision eqy

" . performance requirements has evolved into the concept of the analytical targ
has been lntroduced‘tn harmacopeial Forum (Barnett et al. 2016). Results equivalence is addressed using the

correlation coefficient or. th concordan

UsP 43

‘ essary to place the claim of equivalence in

I NCE 5| an equivalence test. Itis
Equwalenc should be understood as “sufficiently

ar is somethmg to be decrde

tolerance interval approach using total variability is lik
s outcomes such as pass/fail, and can be addressed through

 correlation coefflc;en
lence relates'to. dichot

the kappa coefficient or receiver operating characteristic curves, Using these options (as with performance eqmvalence) care
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must be taken to properly formulate the statistical hypotheses and to address the comparison through meaningful acceptance
criteria.

While this appendlx has highlighted approaches for establishing procedure comparability, these apply to other scenarios
involving comparisons of two groups; e.g., procedure transfer orstandard qualification. Placement of the claim one desires to
support into the alternative hypothesis results in an approprlate statistical conclusion.

Although the benefits of equtvalence testing are apparent, in some situations one may not be able to collect a sufficient
sample size to provide the necessary power to establish equnvalence In such a'situation, use of the difference test may be the
only option. However, one is reminded that failure to reject the null hypothe5|s of equahty is not evidence that the procedure
means are equal. A confidence interval should nonetheless be reported to communicate the difference of means between the

two procedures.
APPENDIX 4: THE PRINCIPLE OF UNCERTAINTY

While this chapter has concentrated on statistical studies which are performed using measurement data, the principles and
practlces are identical to those in the field of metrology. These are unified by a common understanding of the concept of
uncertainty. This appendix introduces concepts related to the metrological principle of measurement Uncertainty and unify
these with the practices described for the scientific method.

The understanding of study uncer’tamty is not new to the pharmaceutical industry and has been ennplo /ed more broadly
throughout industries that make decisions from studies using measurements. The study of ity ,
formally into the field of metrology. A measurement process like a study is designed to rec
more informed decnsron No measurement or study result can provide exact kne
of analytical data requires an understandmg of the inherent sources of unc
on the information they provrde Recognition of the prmcnp!es of uncertair
Joint Committee for Guides in Metrology in the Guide to the Expression of Unceltalnty in Measuremen '

Results from all studies, including quality control testing are uncertain. Uncertainty arises from sources of variablhty inherent
in the measurement process, as well as from statistical sampling and study factors. The prin ples from the field of metrology
are consistent with the statistical principles described in this chapter and provide further insight into the quantification of
uncertainty from studies supported by measurements.

At the core of these principles is an understanding of risk. More specifically, this understanding considers the risks of making
incorrect decisions based on studies utilizing measurements. The consequences of these risks can be mino d
thus should be factored into considerations related to the. desrgn of a measurement system the desrgn of
measurement system and the interpretation of study results. The concepts of Target Measurement Uncertamty (T MU) and the
study objective can be unified as a basis for managing the risks associated with making decisions from studies. In fact, TMU is a
spec:al case of a study hypothesis which drives the design of all studies using analytical measurements,

To increase knowledge, two of the fundamental forces of metrologrcal and statistical thinking are the desire to minimize the
uncertainty in the measured value (an indication of the quantity being measured) and to ensure all sources of uncertamty have
been evaluated and mitigated. In metrology the quantity.intended to be measured is termed the measura his i
population parameter in the broader sense of a study. Measurement or parameter uncertainty quantifies one’:
true value that remains after makrng a measurement or estnmatmg a parameter. 3

While the metrological concept of measurement uncertainty applies exclusively to a reportable value, this can be aligned
with the concept of study uncertainty by viewing the quality control process as-a study of a commeraal lot. Employm' the
steps of the scientific method, the study of the commercial lot has an objective which can be formulated as a hypothesis test

0 oubt about the

Hyp < LSLor i >USL
HalSL<u<USL.

where i1 is the commercial lot mean and LSL and USL are the lower and upper. specification limits respectively. The study can
be designed using blocking and replication to satisfy the TMU, which should be such as to minimize the risks associated with
the object of the testing (i.e., to support the alternative hypothesis, H,). As. part ¢ of study ¢onduct, sampling and randomization
can be utilized to mitigate the risks due to the introduction of bias. Flnally, and perhaps most importantly, the data should be

analyzed and reported with acknowledgement of the uncertainty in the reportable value.

Metrological Principles Specific to Measurement Uncertainty

The relrab;hty of study results are only as good as the ﬂtness for use of the measurement processkused to generate‘ data for

worth notrng asa fundamental way to view a measurement process i
Figure 5 represents several potential sources of random variation in a measurement process, which
standard uncertainty (the estimated standard deviation of the measuremen example of inhe
the same chromatogram is given to several different analysts for peak integration. Slightly. differ
which might also be affected by a laboratory’s choice of software. In additio ' hi
complete: This is known as definitional uncertainty or uncertainty of knowledge deaily the measu
so that the definitional uncertainty is relatively small when compared to the combined standar
lack of- knowledge is when a component of the. measurement process has associ
purchase a pH standard solution that is certified as pH = 7.00 £ 0.02 where the 0.02 is the expanded uncertamty inthe assngned
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value of the standard solution. Expanded uncertainty is a measure of uncertainty that defines an interval about the measurement
result y within which the value of the measurand Y can be confidently asserted to lie.

Varlabilitydue to analytical procedure design

» ) , ; 14 peratt
Variability due to measurement process Effect of the | blank correctlon

Variability due to-analysts Effect of the manual peak integration

o ) . Linear calibration forced throu
Variability due to algorithms Line fitting using weig|

d or unweighted algorithms
Effect of taking a sub-sample from a laboratory sample

A detailed discussion of measurement uncertainty in the pharmaceutlcal industry that expands upon the metrological
pnncnp!es introduced here and provides detailed definitions is provided in Weitzel et al. (2018). In addition, a worked example

for a drug substance is provided in Weitzel et al. (2017).

APPENDIX 5: BAYESIAN INFERENCE

resented in th  study design.
o provide a basi oduction to Bayesian. inference applied to st:
man et al. (201 3) provides a source for more information.
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Parameter Uncertainty versus Sampling Variability

Parameters are unknown hypothetical or population quantities, such as the mean or standard déviation of a population, or
the difference in means between procedures. While unknown a parameter can be estimated. The estimation of a parameter
and the inherent uncertainty of that estimation is the basis of Bayesian thmklng

Statistics are observed quantities or summaries of observed quantities in a sample taken from a population or process of
interest, Examples of statistics include an analytrcal result (a measurement), a sample mean, a sample standard deviation, a
difference in observed means between procedures, or.their estimated ¢onfidence bounds.. On repeated sampling of the
populat;on, the observed values of statistics will differ because of sampling vanablllty

‘Frequentist statistical methodology considers parameters to be fixed values that do no change. It employs probability theory
to model the sampling variability of statistics randomly obtained from the populatlon ‘These sampling distributions are then
used to make inferences about the fixed value of the parameter. A common frequentist methodology is the calculation of a
confidence interval. The process of computmg a95% confidence interval ensures that the realized mterval will contain (or cover)
the unknown parameter 95% of the time on repeated use.

The 95% refers to the reliability of the methodology (i.e., its coverage), and not the probability that the parameter falls within
the interval.

For example, suppose a computed 95% confidence interval on a mean is from 980 to 990 mg/g. It is not correct to state
there is a 95% probability that the population mean is between 980 and 990 mg/g. To associate a probability with a fixed
interval such as 980 to 990 mg/g, one must assume uncertainty is associated with the underlying. parameter (i.e,, itis nota
fixed quantlty) Rather, the 95% description of the confidence interval means that the interval will correctly contain the true
parameter value in 95% of repeated sampling appllcatlons from the population. The 95% refers to the success rate of the
sampling process and not the parameter (which is assumed fixed).

Bayesian statistical methodology considers a parameter value to-be uncertain (not fixed), and models its likely levels using a
probability distribution. It extends frequentist statistical methodology, using probablhty theory to model both the sampling
varrabuhty of statistics and the decision maker’s uncertainty associated with parameters. Bayesian models are sometimes called

“complete” probability models because they quantlfy the uncertainty associated with the parameters of interest, given the
assumed sampling varlablhty of the observed statistics, any relevant prior information, and the observed data For instance, it
is correct to say that a g:ven Bayesian 95% credlble interval (Bayesnan analogue of the confldence lnte al) 'ta|ns the value

|g\c1ples applyfto the Bayesuan analogues of frequent\st tolerance and predrctnon intervals. Unlrke frequentls
methodology in which the probability level must be fixed in advance (e.g., 95%) and the resulting interva d
methodology offers the opportunity to fix the interval in advance, and estimate the probability that the parameter
within that interval. Such an appllcatlon is extremely useful for determining the probability that an analytical procedure will
provide a signal outside a given range.

Prior and Posterior Distributions

Both frequentist and Bayesian methodologies express models using probability distributions. Both use the same model for
sampling variability known as the likelihood. The particular likelihood model choice is based on prior knowledge concerning
statistical variability.

Bayesian inference also requires a probability model for parameter uncertalnty, prior to observing the data, called the prior
distribution. As with the Jikelihood, the prior distribution is a choice based on prior data, reliable knowledge; or. common sense
(e.g., the values of r many parameters, such as a standard deviation, must be positive), Bayesian methodology requires care to
assure that the chosen prior distributions are scientifically justified and do not unduly influence the inference. Use of
appropriately justified knowledge of a prior distribution can potentially reduce sample size requrrements for decmon making,
However, wher  there is little available theory, historical data, o expertknowledge .

d that give minimal preference to any particular paramet : ;
rd st utions are often referred to as “non-informative”. When non-info
cally agree with the frequenttst counterparts since both are solely depende

Bayesaa methodology combines likelihood and prior: dlstnbutlonal models with observed: dat ; )
distributional model for parameter uncertainty called the posterior distribution. The posterit ion prowd e ility
that the population parameter value lies within any interval of interest. Such intervals are called'creclible intervals. When certain
classes of non-informative. prior. distributions (e.g;, a leffrey prior used with a normal likelihood) are employed a Bayesian
credible interval can be calculated from the posterior distribution, and may sometimes be umerically equal to the
correspondlng traditional confidence interval. However, as prevuously noted, the interpretations of these intervals are different.
The probability associated with the credible interval quantifies uncertainty in an estimated parameter: value conditional on
observed data, while the probablhty associated with the confidence interval quantifies the probability of coverage of the
estimated parameter on repeated estimation over many data sets:

From the Bayesian pt spective, all knowledge about the parameter of interest is based on the posterior distribution. The
post: ribution a previous study can inform the prior distributi a subsequent study. Updating the prio
distribution in this maniner as new data become available, provides a paradigm for knowledge building, and thus a statistical
basis for applylng prior knowledge during pharmaceutlcal development (see ICH Q8(R2), Pharmaceutical Development);

The posterior distribution of parameters may also. be re-combined with the likelihood to obtain a posterior predictive
distribution of future observed data or statistics. As with the posternor distribution, the Bayes perspective bases all knowledge
about future values on this posterior predictive distribution, which can be tised to construc Bayesian analogues of frequentist
tolerance and prediction intervals. Unlike the frequentist analogues, the Bayesian intervals do not require a pre-specified fixed
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probability. level. A posterior-predictive distribution can be used, for example, in. estimating the probability of occurrence of
future out-of-specification results,

An lllustrative Example

Consider an analytical procedure for strength of drug product. The output of the procedure is ¢
estimates the mean strength, g, for the tested lot of drug product For the lot'to be con
between 980 and 1020 mg/g. The observed reportable result, ¥, is 1010 mg/g.

A typical rule used for dlsposmon ist e the lotif 980 < Y< 1020. However, this rule is bz
result that includes measurement error fr m the ana ytlcal procedure: we re  kn
the specification limits. Thlsfquestlo can be informed using a Bayes
980 < 12 <1020 is above some lower limit (e.g., 0.95). 12
specifications is at least 0.95. Such a rule might be called a minimum posterior probability (MPP) ru
probability based metric for acceptance of the lot under test.

The estimation of this posterior probabrllty requires ‘definitions of the likelihood model and. its parameters, the prior
distributions of these parameters and the data. For this illustration, the following are assumed:

° leellhood reportable results follow normal‘,dlstrlbutlon wnth two unknown paramet

‘ [NOTE—-; Cis assumed the lot is ho oge

nalytlcal range. The uniform distribution gives
equal probablllty to any range ofa glven lehgth regardless of :loc on.

,-squar ; ; "'(a common pnor distributional choic e for va
prxor degrees of freedom anda pnor scale parameter of o, = V25 = 5 mg/g.

limits. Because 0.96 > 0.95, the lot would be accepted
serves as a quantitative risk-based measure of the quality of the lot.
In this example, the parameter of interest is 4, a measurand quantity value. An analogous approach is used for Bayesian
inference of other model parameters, such as the estimation of the difference in populatlon‘?'means for tWO procedures, the
underlymg slope and intercept in a simple linear: regress;onmoclel or performing tests of s Juivale
In. more complex situations (e. g., for. complex, non-normal, or non-linear models) |
computer simulation referred to ds Markov~Cha|n Monte-Carlo ~(MCMC) simulation which is conducted usin B
software. MCMC technology requires care to assure that the MCMC iterations converge properly to the populatlon osterior
distribution.

A Comparison of Frequentist and Bayesian Methods

Both frequentist and Ba

yesian approaches t
stralghtforward and offer iabili

oinference are useful. Frequentist approaches are wide
verage probablllty Bayesian approa

h can support quantitative | nsk based decis

approaches When mformatlve prlor distributions can be ]UStlfled Bayesian methods may equire sme
decision making than frequentust statistical methods. Table 13 provides a comparison of some charac
frequentist and Bayesian perspectives.

Table 13. Characteristic differences between frequentist and Bayesian inference

Characteristic ' Frequentist Inference Bayesian Inference
Statistics Sampling variability: modeled probabilistically
Parameters Treated as fixed and unknown Uncertainty modeled probabilistically ,
Coverage probability Known from theory (usually) Must be determined via computer simulation (usually)

o ; Introduced via sampling variability model and prior distri
Prior information Introduced via sampling variability model butions of parameters

) o Posterior distribution (from which: pomtancf interval esti:
Types of estimates Point and interval -| mates can be derived)

-| Treated as one realization of a hypothetical series of repeat- - ) ]
Observed data ed samples Treated as fixed valués on which inference is based
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Table 13. Characteristic differences between frequentist and Bayesian inference (continued)

Characteristic Frequentist Inference Bayesian Inference
Fixed probabilities based.on repeated sampling coverage | Parameter values quantified probabilistically:from posteri-
Parametric Inference probability ordistribution
Impact of statistical design May impact repeated sampling coverage probability Less critical
Multiple comparisons May impact repeated sampling coverage probability Less critical
Risk assessment Indirect risk assessment Estimated. probabilities appropriate for quantifying risk
Prior knowledge of parameter values | Excluded from the inference A prior distribution for model parameters is required:

‘ Posterior distribution from histofical study informs prior dis-
Continuous knowledge building Informal assessment of historical studies tribution for subsequent study

‘ ) Direct probabilistic inference based on the posterior pre-
Prediction of future observed values Indirectinference based on tolerance or prediction intervals | dictive distribution

Software Widely-available routines Specialized expertise required
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(1024) BOVINE SERUM

INTRODUCTION

Bovine serum is the liquid fraction of clotted blood, obtained from an ox (Bos taurus, among others), that has been depleted
of cells, fibrin, and clotting factors. Since the advent of modern cell culture, manufacturers of biological products have used
bovine serum extensively as a cell culture growth supplement. Its rich nutritional composition of proteins, growth factors,
hormones, amino acids, vitamins, sugars, lipids, trace elements, and other components supports a broad range of cell culture
applications in research and commercial manufacture of vaccines, natural source and recombinant biologics (hereafter
biclogics), engineered tissues, and other emerging cell-based therapeutic products intended for human or veterinary use. The
predominant type of serum used in research applications is Fetal Bovine Serum (FBS). Calf serum (from newborn and older
animals) is used much less frequently, but because of its lower cost it may be widely used in commercial manufacturing.

As is the case with other animal-derived products, bovine serum carries a potential risk of introducing extraneous agents into
cell culture. Serum manufacturers and regulators must adopt rigorous sourcing and testing procedures and strict processing
and production guidelines to ensure the quality of bovine serum.

The objective of increasing the quality and safety of biologics produced with bovine serum, coupled with attempts to mitigate
regulatory burden, have caused developers to investigate alternatives to serum supplementation, resulting in
application-specific serum-free medium formulations. Although it is recognized that bovine serum should be avoided when
there is an option to use serum-free medium, there are cases where this is technically impossible or impractical.

This chapter describes issues related to sourcing, production, and characterization of bovine serum to ensure its safe use. A
list of relevant regulatory and guidance documents is presented in Appendix 1. Serum manufacturers and serum end users
(manufacturers of biological products) should consider and apply as needed the controls and procedures outlined in this chapter
. to ensure the safe use of bovine serum components in research and pharmaceutical manufacturing.

Tybes of Bovine Serum

¢ FBS is obtained from the fetuses of healthy, prepartum bovine dams that had been deemed fit for human consumption
through ante- and postmortem inspection by licensed veterinarians. It is collected in government-inspected and -registered
slaughterhouses.

¢ Newborn calf serum (also known as newborn bovine serum) is obtained in government-inspected and -registered

' slaughterhouses from animals aged less than 20 days.

e Calf serum is obtained in government-inspected and -registered slaughterhouses from animals aged between 20 days and
12 months.

¢ Donor bovine serum (also known as donor calf serum) is obtained by the repeated bleeding of donor animals from
controlled government-inspected and -registered donor herds. The animals are 12-36 months old.

* Adult bovine serum is obtained in government inspected and -registered slaughterhouses from cattle older than 12 months
that are declared fit for human consumption. :

BOVINE SERUM: HISTORY AND TYPES OF USE

History of Bovine Serum Use

Animal serum and other complex biological materials have been employed in the cultivation of mammalian cells for
approximately 100 years. Several factors led to the wide adoption of bovine serum as a standard tissue culture supplement. In
comparison to serum from other animal species (horse, goat), bovine serum is easily sourced, and thereby more affordable.
Many investigators choose to use fetal serum in their experimental systems because of concerns associated with antibodies
present in newborn and adult serum that could cross-react with cells in culture and cause cell-lysis through ‘
complement-mediated pathways. To eliminate that concern, heat was introduced to inactivate complement that was potentially
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present in the serum. Studies of FBS undertaken in the 1950s on the cultivation of low-density human cells to elucidate
mechanisms of cell growth found that (1) the albumin component may serve as a carrier of essential small molecules; (2) fetuin, a
glycoprotein present at high levels in the alpha globulin fraction, facilitates cell attachment and stretching; and (3) fetuin
markedly inhibits trypsin, and this antiproteolytic activity may play a role in the ability of fetuin to stimulate cell growth.

In the 1960s and 1970s, serum supplementation of tissue culture media became the norm, thus facilitating biomedical
research as well as the first large-scale vaccine manufacturing processes. Serum supplementation reduced the requirement for
optimizing medium formulations for different cell types. FBS was shown to provide a variety of polypeptide growth factors.
Albumin promoted cell growth presumably because of its abilities to function as a carrier protein for small molecules or lipids,
to bind metal ions, to serve as a pH buffer, and to protect cells against shear. Similar functions were found for other serum
components such as transferrin, hormones, and other serum-derived attachment factors such as fibronectin, vitronectin, and

laminin.
Uses of Bovine Serum

Serum is a complex mixture of macromolecules that is required for cell growth and virus production, and its use as a raw
material presents a number of challenges. These include its batch-to-batch composition and the risk of contamination by
adventitious agents. The development of serum-free media has replaced serum in some new biotechnology manufacturing
applications, but many cell lines used in manufacturing have not been adapted to these serum-free media. Regulatory
constraints and scientific challenges generally make it impractical to alter existing manufacturing processes in which serum is
used as a raw material.

FBS sometimes is required in cell and tissue bioprocessing, which often involves the cultivation of cells from tissue explants
and biopsies. Some bioprocesses may also require the maintenance of specific cellular characteristics during cultivation. FBS
often appears to facilitate such procedures and may affect the biological behavior of fastidious cell types. FBS has been shown
to affect the transcription of developmentally important genes, apoptosis, and apoptosis-related gene expression, and to
provide neuroprotective and antioxidative factors, all of which may be beneficial to the survival and development of cells in
culture. Therefore, FBS will continue to play an important role as a cell culture supplement for production of cell- and
tissue-based therapies.

In most viral vaccine manufacturing processes the media used for cell culture expansion and virus infection/production are
supplemented with different types of serum at different concentrations. In these processes, bovine serum helps generate a mass
of cells in an optimal physiological state for efficient viral replication.

BOVINE SERUM HARVESTING AND PRODUCTION

Blood Collection

For all types of bovine sera, blood should be collected in government-inspected and -registered premises (slaughterhouses,
abattoirs, and donor farms). Blood should be collected by trained operators following the written procedures approved by the
serum manufacturer and using either single-use disposable collection devices or reusable collection equipment for which

cleaning procedures have been validated.
DONOR BOVINE SERUM

For each lot of serum from donor animals, serum manufacturers should ensure traceability to the donor herd of origin via
production records and animal health and origin certificates. Donor animals are subjected to regular veterinary inspections and
are bled multiple times following established procedures. Animals introduced into the herd should be traceable by source,
breeding, and rearing history. Collectors should introduce new animals into the herd following specified and approved
procedures that include prepurchase animal inspection and testing, proper transportation, a quarantine period, veterinary
examination and testing during the quarantine period, and animal release criteria from quarantine to serum production. The
collectors should not vaccinate donor animals for bovine viral diarrhea (BVD). Collectors should test animals for any agent and

antibody from which the herd is claimed to be free.
NEWBORN CALF SERUM, CALF SERUM, AND ADULT BOVINE SERUM

Certificates of animal health and origin and/or serum production records should ensure that serum manufacturers can trace
bovine serum derived from slaughtered animals back to the abattoir. Serum manufacturers should require abattoirs to maintain
documentation of the origin of animals for slaughter. Blood should be collected from animals that have been slaughtered, for
human consumption, in abattoirs inspected by the competent authority of the country of origin. Inspectors should routinely
inspect animals both antemortem and postmortem to check for the clinical appearance of infections and parasitic diseases and
other animal health-related problems or conditions. The animals must be free of clinical evidence of infectious diseases at the
time of slaughter. Blood collection procedures must be in place to prevent cross-contamination with other tissues and body
fluids and the surrounding environment. The standard procedure of slaughter consists of an approved method of animal

stunning followed by exsanguination.

FETAL BOVINE SERUM _
FBS product specifications and test procedures are presented in the proposed general chapter fetal Bovine Serum—Quality

Attributes’ and Functionality Tests (90). Serum manufacturers should collect fetal bovine blood from bovine fetuses whose dams
have been slaughtered. The dams must have been deemed fit for human consumption and must have been siaughtered in
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abattoirs that were inspected by the competent authority of the country of origin. Inspectors should examine all animals both
antemortem and postmortem to check for the clinical appearance of infections and parasitic diseases and other animal
health-related problems or conditions. The animals must be free of clinical evidence of infectious diseases at the time of
slaughter. The uterus is removed and transported to a dedicated space for fetal bovine blood harvest, where blood collection
personnel evaluate the fetus for signs of fetal death, including bloating, skin discoloration, odor, deformation, and hair
sloughing. Collectors also should check the amniotic fluid for color, quantity, and clarity. Serum manufacturers should collect
blood from acceptable fetuses by cardiac puncture into a closed collection system under conditions designed to minimize
microbial contamination. Manufacturers should have in place procedures that will prevent cross-contamination with other fetal
tissues and bodily fluids and the surrounding environment. :

Serum Harvesting and Processing

Trained personnel should perform serum separation (harvesting) and further processing activities following written and
approved procedures. Serum is first separated and pooled, followed by filtration and filling into clean and disinfected containers.
If the serum is subjected to one or more virus inactivation treatments in the production process, serum manufacturers should
validate the virus inactivation processes against a range of relevant viruses. It is recommended that bovine viral diarrhea virus
(BVDV) be included in any virus validation study because it is ubiquitous.

SERUM SEPARATION AND HARVESTING

Bovine blood should be processed and serum separated (harvested) in such a way as to minimize bacterial and mycoplasmal
contamination, which in turn minimizes endotoxin levels in serum product. Gentle, quick blood processing helps to minimize
hemolysis, further enhancing the quality of the serum product. After collection, blood is first allowed to clot for a specified
period of time and under controlled conditions, then centrifuged in a refrigerated centrifuge. Serum is then removed from the
clot, typically by centrifugation; pooled and mixed in a pooling vessel; transferred to labeled containers; and frozen, unless it
is filter-sterilized immediately. Serum manufacturers should describe each process step and carry out serum processing activities,
including sample collection and in-process quality control testing, following the manufacturer’s approved procedures.

POOLING BEFORE FILTRATION

Because limited amounts of blood can be collected from individual animals, serum manufacturers pool the raw serum from
many animals in order to create commercial-sized lots. Serum is pooled, after raw serum thawing and before filtration, in a
pooling vessel and mixed at a controlled mixing rate and temperature. Pools or lots of donor bovine serum may consist of many
separate collections from individual members of the herd. Lots of FBS may consist of pooled serum from thousands of animals.
Serum manufacturers should describe each prefiltration pooling process step and should carry out serum thawing, prefiltration
pooling, and mixing activities following the manufacturer’s approved procedures.

FILTRATION

Pooled serum is mixed and aseptically passed through filters of pore size 0.2 pm or smaller, depending on the intended
application. Filtration processes should be validated. Triple filtration using filters of pore size 0.1 um has been shown to result
in a high degree of mycoplasma removal. Although filtration may remove some large viruses and viral aggregates from the
serum, generally viruses cannot be completely eliminated in this manner. Furthermore, the filters are not known to eliminate
the causative agent of bovine spongiform encephalopathy (BSE). Following filtration, serum manufacturers fill filtered serum
into sterile containers by aseptic processing in a suitably controlled environment. Serum manufacturers should describe each
filtration process step and should perform serum filtration, filling, and sample collection activities following the manufacturer’s
approved procedures.

IRRADIATION

Serum treatment by gamma irradiation is very common and one of the most effective methods of virus inactivation. The
most frequently used minimum dose is 25 kilograys (kGy). Some countries specify higher dose requirements (>30 kGy) for
imported serum. Gamma irradiation may inactivate viruses, mycoplasma, and bacteria, but serum end users should ensure that
the gamma irradiation process does not negatively affect their specific applications. Irradiation may have adverse effects on
serum quality, and these adverse effects tend to increase with higher doses.

Validation of gamma irradiation has two aspects: (1) dose delivery in a defined load configuration and (2) inactivation
capacity. Critical irradiation process parameters include product (serum) temperature, packaging size and configuration,
dosimeter distribution, and defined minimum/maximum dose received. Dosimeters should be used to monitor the established
high-dose and low-dose positions in each irradiation run. If the serum manufacturer makes inactivation claims, these should be
supported by the manufacturer’s own well-designed viral inactivation studies.

ULTRAVIOLET (UV) TREATMENT
Serum manufacturers may use UV treatment to inactivate viruses, mycoplasma, and bacteria, but manufacturers must validate

the process to demonstrate its efficacy. In addition, manufacturers must be aware that UV treatment may have an adverse effect
on serum quality and accordingly should consider the effects of UV treatment for each application, as should serum end users.
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HEAT INACTIVATION

Heat inactivation involves elevating the temperature of the serum to >56° for at least 30 minutes to inactivate complement.
Heat inactivation may also inactivate viruses, mycoplasma, and bacteria; but it may have an adverse affect on serum quality,
and manufacturers must validate the procedure’s suitability for specific applications. Heat inactivation provides significantly less
assurance of virus inactivation than does irradiation. :

VIRAL CLEARANCE STUDIES

Viral Safety Evaluation of Biotechnology Products Derived from Cell Lines of Human or Animal Origin (1050) and other regulatory
documents give guidance about conducting viral clearance studies that help validate removal/inactivation processes. Serum
manufacturers should also perform formal spiking studies with relevant and representative (model) viruses, and should test and
compare inactivated spiked serum samples, negative controls, and positive controls.

CHARCOAL STRIPPING
Some serum manufacturer§ use charcoal/dextran treatment to reduce the levels of hormones in serum.
DIALYSIS
Some manufacturers use dialysis or diafiltration to remove low molecular weight components from serum.
CLEANING AND STERILITY OF EQUIPMENT

Stainless steel systems and tubing used in the manufacture of bovine serum must be cleaned and sterilized to prevent
cross-contamination and growth of adventitious agents. Serum manufacturers must validate their cleaning processes for
removing and inactivating agents of concern. Thereafter, manufacturers should implement process controls that routinely verify
cleaning cycles. Steam sterilization-in-place is a common and effective sterilization technique. Serum manufacturers that use
this technology must validate steam cycles to demonstrate their uniformity and ability to destroy heat-resistant bacterial spores.
Alternatively, manufacturers can use sterile disposable systems that do not require cleaning validation.

Quality Control

TRACEABILITY

Abattoir Collection: Materials collected in the U.S. should originate from U.S. Department of Agriculture (USDA)-registered
facilities. Serum manufacturers should maintain documentation that traces a given serum sub-lot to the abattoir where it was
collected. Slaughterhouses maintain records of animal source. General industry practice is to keep this information as part of
the Device Master Record. General record-keeping requirements at USDA-licensed abattoir facilities are outlined in 9 Code of
Federal Regulations (CFR) 320.

Materials collected from countries approved by the USDA for importation of bovine products into the U.S. should meet the
requirements of the competent authority of the country of origin. In addition, serum manufacturers should keep USDA-required
safety testing records of imported materials (if applicable) as part of their Device History Record.

Serum manufacturers should consult 9 CFR 309 and 9 CFR 310 about requirements for inspection of animals for various
diseases pre- and post-slaughter. These requirements are recommended for materials collected outside the U.S.

Donor Herd Collection: Serum manufacturers should maintain traceability to the donor animal farm where blood was
collected from donor animals. In most cases, manufacturers individually identify farm animals and keep records for bleed and
processing dates, making it possible to trace blood collection to an individual animal. A licensed veterinarian or a designee
under the guidance of a veterinarian should inspect animals regularly and should certify that the animals are free of disease and
fit for human consumption, consistent with 9 CFR 309.

PRODUCT STORAGE AND STABILITY

Serum should be stored in the frozen state at —=10° or below. Serum is frozen as quickly as possible to preserve product quality
and is stored under controlled storage conditions. Serum manufacturers should establish serum product stability in support of a
_proposed expiration date. Typical expiration dating for bovine serum is 5 years from the date of filtration and filling. Use of any
type of bovine serum beyond the stated expiration date depends on the application, and the serum user must establish the
product’s continued suitability for use.

Labeling
Finished product labels must contain the following information: product description, lot number, storage conditions, name
and address of manufacturer, and a statement indicating the intended use. Materials intended for research purposes are exempt

from labeling regulations (21 CFR 801). Typically, serum manufacturers supply a lot-specific Certificate of Analysis (COA) that
is classified as part of the product’s labeling. See COA requirements in the following section.
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Certification/Documentation

CERTIFICATE OF ANALYSIS

The COA should provide information about a specific lot of serum, including tests performed and test results (according to
the serum manufacturer’s specifications for release), as well as critical labeling identifiers such as lot number, catalog number,
description of type of bovine serum, country of origin, and either or both dates of manufacture and expiration. This document
is distinct from the certificate of health issued by the competent authority of the country of origin.

CERTIFICATE OF ORIGIN AND CERTIFICATION OF ANIMAL STATE OF HEALTH

The Certificate of Origin establishes the country in which the bovine blood was collected and veterinary certification of the
health of the animals pre- and postcollection (9 CFR 327.4).

IMPORT/EXPORT DOCUMENTS

Import/export documents contain formal certification of animal disease status of the country of origin and negotiated/agreed
certification statements. These vary from country to country. Each country defines import/export requirements in order to
control introduction of exotic animal diseases and their economic impact as well as product safety assessments (risk vs. research,
diagnostic, and/or therapeutic benefits).

PRODUCTION REPORTS

Production reports typically are batch records that document the raw materials in identifiable and traceable ways, production
methods (centrifugation or filtration) used in manufacturing, equipment and facility cleaning, quality control testing, and
personnel performing required activities. Raw material with Certificates of Origin or serum proguction records facilitates
traceability to the source of the blood that was used to create the serum. When serum is used as a raw material for further
manufacturing, process documentation also helps dermonstrate controlled manufacture of the bovine serum.

BSE RISK ASSESSMENT

Despite the low risk potential of transmissible spongiform encephalopathies (TSEs) in bovine serum, various U.S. and
international regulatory agencies have developed guidance to help manage and further reduce the potential risks of
transmission. In the absence of appropriate test methods of detecting the infectious agent in fluids such as blood, the consensus
recommendation from various regulatory agencies is to adopt good risk assessment strategies. This section of the chapter
provides some background information on the disease and current methods of detection; it also highlights risk assessment and
risk reduction strategies to potentially prevent transmission of the disease through the use of serum in the manufacturing of
medicinal products.

" Description of the Disease

TSEs are transmissible animal and human diseases that are characterized by degeneration of the brain, associated with severe
neurological signs and symptoms. Since the outbreaks of TSE in cattle, termed BSE, which were transmitted to other species,
public health officials have geen concerned about the risk of TSE infection, including the possibility of TSE transmission by the
use of therapeutic products manufactured using bovine serum. In cattle infected with BSE, lower titers have been found in the
cerebrospinal fluid, lung, lymph tissue, spleen, kidney, liver, and ileum. Studies have shown that transfusion of biood from sheep
infected with either BSE or scrapie but without evident disease can infect naive sheep. Although the risk of cross-contamination
is always present, to date no studies have shown that blood can transmit disease from cattle with BSE. Embryos from BSE-affected
cattle have not transmitted diseases to mice. Calves born of dams that received embryos from BSE-affected cattle have survived
for up to 7 years, and examination of the brains of both the unaffected dams and their offspring revealed no spongiform
encephalopathy.

Detection Strategies

No currently available procedures have been validated as being sufficiently sensitive for routine antemortem screening of
asymptomatic animals, although analytical methods are under development for detection and quantitation from low-infectivity
materials such as blood. The classic diagnostic test for TSEs is postmortem histological examination of brain tissue to confirm
characteristic vacuolar degeneration. Other testing options include immunohistochemical tests that can confirm the presence
of PrPSc, the abnormal disease-specific conformation of prion-related protein (PrP), in the vacuolated regions of the brain; and
immunochemical tests such as Western blots and enzyme-linked immunosorbent assays that can detect PrPSc in tissues with
high.or moderately high titers. These tests typically take less time to perform than histological examination (6-8 hours vs. weeks,
respectively) and can be partially or fully automated. Although most of these are postmortem tests, studies have demonstrated
the feasibility of antemortem testing of lymphoid tissue samples from the tonsils or from the third eyelid of infected animals.
Immunochemical tests require extensive sample collection and preparation and can be cost prohibitive for routine testing and
monitoring the disease state of large herds. Diagnostic strategies must consider the sensitivity of testing in certain tissues as
well as the test’s ability.to detect infectivity in animals before the development of clinical signs of disease. Negative results do
not ensure the absence of infectivity. Detection of infectivity is possible if suspect tissue is inoculated into experimental animals
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intracranially where the causative agent can amplify. This approach for detection of low infectivity can take months to years to
yield a positive result.

Risk Assessment and Risk Reduction Strategies

* Serum manufacturers should employ risk reduction strategies to eliminate the danger of cross-contamination of fetal blood
with other tissues, including appropriate sourcing of animal-derived articles and using practices that have been shown to
eliminate or minimize the risk of transmitting TSE, via either foods or health care products. Serum end users should perform a
risk assessment of their sourcing strategy that takes into account the amount of bovine serum used in their application and
should conduct supplier audits to ensure traceability of sourcing, handling, and appropriate quality control systems.

SOURCE AND AGE OF ANIMALS

Serum manufacturers should monitor the traceability of each lot of serum to ensure the qualification of bovine serum, as
described previously in the two sections Serum Harvesting and Processing and Quality Control. In addition to traceability, careful
selection of source materials is the most important criterion for the safety of medicinal products. Certification of the origin must
be available from the supplier, and manufacturers should keep this information on file. The U.S. Food and Drug Administration
(FDA) recommendations prohibit the use in FDA-regulated products (except gelatin) of any bovine-derived materials that
originate from countries that report indigenous cases of BSE. The current proposed rule qualifies FBS as an unlikely source of
BSE infectious material, because current evidence suggests that cow-to-calf transmission of BSE is unlikely. The proposed rule
also states that prohibited cattle materials do not include materials sourced from fetal calves of cows that were inspected and
passed, as long as the materials were obtained by procedures that can prevent contamination with specified risk materials. For
veterinary biologics, current regulations enforced by the USDA's Center for Veterinary Biologics (CVB) indicate that ingredients
of animal origin should be sourced from countries with no or low BSE risk, as defined by the U.S. National Center for Import
and Export and 9 CFR 94.18.

The most satisfactory sources of materials are from countries with the following:

¢ No reported cases of indigenous BSE

¢ Compulsory notification of positive tests

¢ Compulsory clinical and laboratory verification of suspected cases

* Prohibition of the use in ruminant feed of meat and bone meal containing any ruminant protein

¢ No importation of cattle from countries where a high incidence of BSE has occurred

* No importation of progeny of affected females

BSE infectivity may increase with animal age. Although bovine serum is considered a low-risk material for TSE transmission,
some end users consider it prudent to source serum from dams below a set maximum age. If manufacturers cannot determine
the date of the dam’s birth, they should consider both the implementation date of the feed ban in the country of origin and
the incubation period of BSE in order to determine the safety of the source. A ruminant feed ban was imposed in the United
Kingdom in july of 1988. These considerations are lot specific, so audits of the raw material supplier should include a review of

records.
PRODUCTION PROCESS

End user manufacturing systems should be in place for monitoring the production process and for batch delineation
(definition of batch, separation of batches, and cleaning between batches). Of primary importance is control of the potential
for cross-contamination with possible infectious material. Because of the documented resistance of TSE agents to most
inactivation procedures, controlled sourcing is the most important criterion in achieving acceptable product safety.

Whenever possible, manufacturers should identify steps that theoretically or demonstratively remove or inactivate agents
during the manufacture of the material. Manufacturers should continue their investigations into removal and inactivation
methods to identify steps/processes that will help ensure the removal or inactivation of TSE agents. Manufacturers should design
production processes using available methods that have the greatest likelihood of inactivating or removing TSE agents. For
example, prolonged exposure of tissues to high moist heat and high pH inactivates the BSE agent. Such treatments, however,
are inappropriate for the extraction of many other types of bovine-derived articles, such as serum, because these treatments
lead to the destruction of the material. Conventional chemical and biochemical extraction and isolation procedures may be
sufficient to remove the infectious agent. Similar techniques may be effective for other bovine-derived articles. Further research
will help to develop an understanding of the most appropriate methodology for validation studies. Issues to consider during
validation of a process for removal of TSE agents include the following:

¢ The nature of the spiked material and its relevance to the natural situation

¢ Design of the study (including scale-down approaches)

* Method of detecting the agent (in vitro or in vivo assay) after spiking and after the treatment

e Characterization and standardization of reference materials for spiking

e Data treatment and analysis (see Design and Analysis of Biological Assays (111))

Because no studies have successfully validated analytical methods for the detection of small amounts of the TSE agent, TSE
clearance validation studies typically employ the intracranial injection of in-process material into rodents for amplification and

detection of potential residual infectivity.
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TESTING AND CONTROL OF ADVENTITIOUS AGENTS

Introduction

Rigorous testing procedures, strict processing and production guidelines, and appropriate risk assessments help ensure the
safety of the different types of bovine serum. This section discusses specific tests that can detect and control adventitious agents.

Adventitious Agen'ts Testing

The adventitious agents testing required for the evaluation of master seeds, master cells, and bulk and final products is
described in 9 CFR 113.53 and by directives from the European Agency for the Evaluation of Medicinal Products (EMEA) (EMEA/
CVMP/743/00 and EMEA/CPMP/BWP/1793/02). The testing methods outlined in these documents can detect a wide range of
bovine microbial agents in serum products. These testing methods meet the requirements for most of the world’s regulatory
agencies. Serum manufacturers should test a representative sample of each batch of serum to determine the presence of
adventitious agents. Testing is performed after filtration but before any further processing that is intended to inactivate or
remove viruses. :

Filtration with 100-nm (0.1-um) pore size filters is an accepted method for removing mycoplasmas and gamma irradiation
(> 25 kGy while frozen), and chemical treatments (e.g., with betapropiolactone) are accepted methods of inactivating viruses
and mycoplasmas; serum manufacturers routinely use these tools in both production and testing facilities. These treatments do
not remove antibodies that may interfere with some applications. Additionally, the treatments do not ensure complete viral
removal or inactivation, but can significantly reduce the risk of viral activity. The testing series to screen bovine serum for the
absence of adventitious agents typically includes the following:

* Bacterial and fungal sterility testing as described in 9 CFR 113.26

» Mycoplasma testing as described in 9 CFR 113.28

e Viral testing as described in 9 CFR 113.53 :

The procedures described in Sterility Tests (71) confirm the absence of bacterial and fungal infection. For viruses, only
cultivation using suitable substrate cells can indicate viral infectivity and replication. Those who use serum for research or
production should test the serum for the absence of adventitious agents in a manner that is consistent with the product’s
intended application, bearing in mind that testing indicates only presence or absence of adventitious agents within the limits
of the test procedures used.

Mycoplasma Testing

Mycoplasma contamination in tissue culture can arise from many animal origin sources, including serum, but more
commonly it results from cross-contamination of infected cultures. Mycoplasmas are particularly insidious contaminants in cell
culture because they

¢ cannot be visualized by light microscopy even at high density (>107 colony-forming units/mL);

¢ cause no observable change in turbidity or pH of the culture fluid;

 cannot routinely be removed by single sterilizing filters, although removal can be obtained through a triple series of 0.1-um

filters;

* are unaffected by traditional antibiotics used in cell culture; and

* exert an extremely wide variety of adverse effects in tissue culture.

Classical mycoplasma detection is described in Mycoplasma Tests (63).

In addition to these methods, more recent detection procedures include luminescent and polymerase chain reaction (PCR)
assay procedures. Nucleic Acid-Based Techniques—Amplification (1127) describes the general principles of PCR assays. The
sensitive 20-minute luminescent assay measures a specific enzyme activity of mollicutes that converts adenosine diphosphate
to adenosine triphosphate via a luciferase/luciferin reaction. Results are unequivocal and semiquantitative. PCR methods are
quick and sensitive and display with good reliability, but occasional false positive results are a source of concern with commercial
testing service labs. PCR may detect mycoplasmal DNA fragments that are non-infectious.

Viral Testing

The virus testing procedures for serum products are outlined in 9 CFR 113.52 and 9 CFR 113.53. In addition, there are other
documents that may include equivalent or relevant testing such as EMEA/CYMP/743/00-Rev.2 from the Committee for
Veterinary Medicinal Products (CYMP) Revised Guideline on Requirements and Controls Applied to Bovine Serum Used in the’
Production of Immunological Veterinary Medicinal Products and EMEA/CPMP/BWP/1793/02 from the Committee for Proprietary
Medicinal Products (CPMP) Note for Guidance on the Use of Bovine Serum in the Manufacture of Human Biological Medicinal
Products. Serum manufacturers should perform virus testing in compliance with this regulation, using at least two different and
sensitive detector cell lines, one of which should be of bovine origin. The tests include cultivation of detector cells in cell culture
media supplemented with 15% test serum for at least 21 days. Cells are subcultured at least twice during this period, usually
7 and 14 J;ys post inoculation. At the conclusion of the last subculture (after a total of at least 21 days of incubation), cells are
examined for general signs of virus amplification. The following end points are used for general virus detection: microscopic
cell examination for cytopathogenic agents such as infectious bovine rhinotracheitis virus, cell staining and microscopic
examination for inclusion bodies; and hemadsorption test to detect hemadsorbing agents such as PI-3. In addition to this series
of testing and at the conclusion of the last subculture (after a total of at least 21 days of incubation), cells are stained with
specific fluorescent antibodies against the following specific viral agents:
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e BVDV

Bovine parvovirus

Bovine adenovirus

Bluetongue virus

Bovine respiratory syncytial virus

Reovirus

Rabies virus o

In addition to the viruses listed above, other viruses can be causative agents of disease and may require testing in various
bovine serum applications. The serum end user is responsible for determining whether full 9 CFR testing is sufficient, and if
other specific viral agents should be tested for. Examples of specific viruses not covered by the current virus testing guide may
include akabane, bovine herpesvirus 1 (BHV-1), Parainfluenza-3 virus (PI-3), bovine leukemia, bovine rotavirus, bovine circovirus,
bovine polyomavirus, coronavirus, torovirus, bovine enterovirus, bovine astrovirus, foot-and-mouth disease virus (FMDV), and
rinderpest. Appendix 2 provides a general description of some of these viruses as well as the ones for which testing is required. A
serum end user’s thorough risk analysis should determine the scope of testing and serum treatment options.

Risk Assessment and Detection Strategies

Serum manufacturers and serum end users should carry out a comprehensive, science-based risk assessment (e.g. Failure
Modes and Effects Analysis) in order to better understand the safety profile of the serum product. The following risk assessment
elements can be taken into consideration, but other elements can be included as appropriate: country of origin, region of the
country, animal disease status of the country/region of origin, animal age, blood collection process, animal stunning method
and exsanguination method, serum manufacturing process, type of production quality system, production in-process controls,
final product testing, virus inactivation, equipment segregation, equipment cleaning procedure, personnel training, serum use/
application, pharmaceutical product type, and intended use.

The species barrier provides a degree of protection against infection by some animal etiologic agents. This barrier is not an
alternative to proactively ensuring that pharmaceutical products are manufactured only from raw materials of animal origin
that have undetectable levels of adventitious agents. Inoculation of viable organisms into a nonhost species carries a risk that
the organisms could cross the species barrier. An appropriate test regimen of serum material should therefore include
examination for potential contaminants associated with the species of origin and the species of intent. Serum treatments to
inactivate viral agents are a factor in establishing the appropriate test regimen for a particular material. Lowest risk of
contamination is associated with biological materials that are terminally sterilized.

Zero risk is neither possible nor reasonable. The serum manufacturers should fully describe specific testing regimens in the
product specifications, and these will vary depending on the type and source of the serum. Therefore, the guidelines for
screening described in this chapter are examples only, and screening for all viruses listed may not be required for a particular
material. Some manufacturers may perform certain tests on the finished product or on in-process materials rather than on
individual component(s). Manufacturers must also evaluate the dilution effect in relation to the limit of detection of the test
procedure. Interference with growth or neutralization of viral activity by serum may be an indication of a specific antibody or
certain nonspecific factors in serum masking the viral agent. It is recommended that serum manufacturers consider this
possibility when determining an adequate level of treatment in their viral inactivation studies or in virus testing applications.

Serum manufacturers should confirm that the species of origin is bovine to ensure that no other nonbovine agents may be
present. Manufacturers should perform extraneous virus testing in appropriate cell cultures (see Virology Test Methods (1237)
for appropriate cell line choices dependent on assay and targeted agent). If necessary, seroconversion studies should be
conducted in susceptible animal species using a host species immune antibody response as the method of detection. Studies
should use this procedure following an inactivation step to detect whether the virus was present before the virus inactivation

rocess.
P Serum manufacturing processes should be conducted in a consistent manner, following the established manufacturing
procedures, with adequate quality systems built into the production process. Furthermore, equipment segregation (by species
of origin), equipment and facility cleaning procedures, and personnel training are important elements in the risk assessment of

the process.
Safety Considerations

End users of donor bovine serum may require serum that does not have detectable antibodies against BVDV or other specific
‘agents so that the users can propagate cell cultures used in vaccine production, diagnostic testing, and test kit preparation,
especially for the maintenance of master seed and master cell stocks. More than 40 cell types are available for the production
of veterinary biologicals, but fewer than 10 media types are available for their propagation. Some researchers have proposed
serum-free media as an alternative in propagating certain cells and viruses; but this means adapting culture procedures, which
may alter the cells and change production results. If new or different sera are imported into the U.S., serum end users will require
confirmation of source, species, and documentation of the origin of the sera in countries that are free of FMD and rinderpest.

CHARACTERIZATION OF BOVINE SERUM

Introduction

In the absence of end product-épeciﬁc requirements, each lot of FBS should be tested to confirm that the serum meets the
requirements of the proposed general chapter Fetal Bovine Serum—Quality Attributes and Functionality Tests (90). For all other
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types of bovine sera, this section describes several key procedures for characterization. These procedures are not mandatory
but are guidelines that manufacturers may consider for their individual applications. The table in the Hemoglobin section shows
samples of specifications for the different types of bovine sera. :

Species ldentification

Both inter- and intraspecies identification assays should be performed on bovine sera to confirm species identity and the
integrity of the serum products, and to ensure that nonbovine agents are not present. The most commonly used assay for the
identification of bovine species identity is based on the electrophoretic profile of specific serum proteins. With electrophoresis,
the serum proteins usually separate into as many as six fractions: albumin, alpha 1, alpha 2, beta 1, beta 2, and gamma globulins.

Other procedures used for bovine speciation include radial immunodiffusion (RID) and the double diffusion Ouchterlony
method. These procedures allow either qualitative or quantitative measurements of the immunoglobulini G levels in serum. The
RID method is based on the diffusion of an antigen from a circular well into a homogeneous gel that contains specific antiserum
for each particular antigen. A circle of precipitated antigen and antibody forms and continues to grow until it reaches
ec#mibrium. The diameters of the rings are a function of antigen concentration. The Ouchterlony method is a double gel
diffusion test wherein antigen and antibody diffuse toward each other in a semisolid medium to a point in the medium where
optimum concentration of each is reached, forming a precipitate. The Ouchterlony plates contain cylindrical wells—a central
8-mm diameter antigen well, surrounded by six 3-mm antisera wells—which make possible the simultaneous monitoring of
multiple antigen-antibody systems and the identification of particular antigens in a preparation. The proposed general chapter
Fetal Bovine Serum—Quality Attributes and Functionality Tests (90) describes the accepted procedure.

Hemoglobin

Hemoglobin is a multi-subunit protein that forms an unstable reversible bond with oxygen in the red blood cells. The
oxygen-loaded form is called oxyhemoglobin and is bright red. The oxygen-unloaded form is called deoxyhemoglobin and is
purple-blue. Oxyhemoglobin is the predominant form in red blood cells.

Low hemoglobin content in sera is widely accepted as a good general indication of rapid and careful processing of blood
that will be used for serum. Red blood cells are fragile and rupture easily, releasing hemoglobin into the serum. Rough handling
of the harvested blood, poor temperature control, or delayed processing elevates hemoglobin content in serum. Acceptable
levels of hemoglobin may vary with intended application. The hemoglobin levels are measured using spectrophotometric
procedures (see Ultraviolet-Visible Spectroscopy (857)) as described in the proposed general chapter Fetal Bovine Serum—Quality
Attributes and Functionality Tests (90). :

Donor Adult
Newborn Calf Bovine Bovine
FBS Serum Calf Serum Serum Serum
No growth No growth No growth No growth No growth
Sterility test detected detected detected detected detected
Mycoplasma Not detected Not detected Not detected Not detected Not detected
Virus testing Not detected Not detected Not detected Not detected Not detected
Hemoglobin (mg/dL) <30 <30 <30 <30 <30
Total protein (g/dL) 3.04.5 3.5-6.0 5.0-8.0 5.0-8.0 6.0-10.0
pH 7.00-8.00 7.00-8.00 7.00-8.00 7.00-8.00 7.00-8.00
Osmolality (mOsmol/Kg) 280-360 240-340 240-340 240-340 240-340

. Chemical Profile

The testing of components such as cholesterol, alpha globulin, beta globulin, gamma globulin, albumin, creatinine, bilirubin,
glucose, alanine aminotransferase, aspartate aminotransferase, phosphorus, potassium, calcium, and sodium usually is not
considered a criterion for bovine serum lot release. Some manufacturers do not perform the tests on a routine basis but only
as auxiliary tests. In some instances hospital clinical laboratories may run the tests. The levels of these chemicals in serum are
important to end users and may also be used to assess lot-to-lot variability.

Endotoxin Levels

Although high endotoxin levels are not suitable for applications involving injectables, acceptable levels in bovine sera vary
depending on the intended application. Some manufacturers may overlook the importance of low endotoxin levels in bovine
sera used in cell culture applications. Endotoxin influences more than 30 biological activities. Some of these are macrophage
activation, mitogenic stimulation, and induction of interferon and colony-stimulating factor (for some applications, these may
be positive activities). Endotoxin can also lead to cytotoxicity by initiating complement activation. The most commonly used
methods for endotoxin detection are the semiquantitative gel clot Limulus amebocyte lysate procedure and the quantitative
kinetic chromogenic method described in Bacterial Endotoxins Test (85). For both the gel clot and the kinetic chromogenic
assays,.valid endotoxin assays require appropriate treatment by heat or dilution in order to avoid adverse effects of interfering
substances in serum. Researchers should include a positive product control in each assay to confirm that any interference has
been overcome by the heat or dilution treatment.
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Osmolality

The osmolality test is designed to evaluate the electrolyte concentration in bovine serum. Chemicals that affect serum
osmolality include sodium, chloride, bicarbonate, potassium, proteins, and glucose. Serum manufacturers should measure the
osmolality of each serum batch to verify compliance with product specifications, using equipment calibrated with standards
that are traceable to the National Institute of Standards and Technology. Osmolality and Osmolarity (785) describes how
osmolality is determined by freezing-point depression of the bovine serum solution. Scientists use at least two standards to
calibrate the instrument. The osmolality of each sample is calculated and related to the serum water content and is expressed

as mOsmol/kg H,0.
Total Protein Level

The total protein level in serum is measured to verify animal age and compliance with product specifications.
Biotechnology-Derived Articles—Total Protein Assay (1057) describes two procedures, the Biuret and Bradford methods, for
determining protein concentration. The acceptable level of protein in serum should be assessed by the end user based on the

intended application.
Cell Growth Properties

Each lot of serum should be tested for its ability to support in vitro growth of specific cell lines. Bovine sera are highly variable,
and different lots may yield different results. Because of this variability, end users should characterize and standardize the cell
lines that they will use for this type of testing. End users should design cell growth procedures that will help them check the
efficacy of bovine serum in promoting cell growth. Serum manufacturers will benefit from monitoring growth promotion over
several generations of subcultures to detect any evidence of cytotoxicity or changes in cell morphology. Different serum
manufacturers use different cell types, and the growth studies and cell lines used by serum manufacturers also may differ from
those applied by serum end users. When serum manufacturers evaluate the growth properties of a specific cell line in response
to a specific lot of serum, they should take into account plating efficiency and/or growth promotion or some other functionality
tests that qualify the serum lot for its intended use.

Plating efficiency at low cell density is a preferred method for analyzing the proliferative capacity and survival of single cells
under optimal growth conditions. This procedure can reveal differences in the growth rate within the population and is capable
of distinguishing between changes in growth rate (colony size) and cell survival (colony number). The growth kinetic is another
important aspect in the design of cell-based experiments. Determining the growth curve of each cell line helps define optimal
culture conditions, because variation in serum and other growth additives may influence growth parameters, which may affect
the experimental outcome.

In the absence of specific tests designed for their particular products, serum users can refer to the functionality tests described
in the proposed general chapter Fetal Bovine Serum—Quality Attributes and Functionality Tests (90) to determine whether a lot
of serum is suitable for their application. This chapter provides guidance about how to perform growth promotion and plating

efficiency tests.
" In Vitro Cytotoxicity

Serum manufacturers should use an appropriate cell line for testing each lot of serum, and should perform growth studies
through several subcultured generations to ensure that the serum has no cytotoxic effect on the cells. The choice of cell line
depends on the intended use of serum. The cell growth and cytotoxicity assays should be performed on the final batch of serum
after any viral inactivation step or any further processing.

CONCLUSION

Bovine serum is likely to remain an important component in the manufacture of many biologics, particularly those relying
on cell culture. As with similar materials, bovine serum displays inherently variable quality. As a result, serum end users must
establish suitable tests, procedures, and acceptance criteria for introduction of materials into a particular application process
that uses serum. This may mean screening multiple lots of bovine serum to determine which lots meet the specification (see
the section Characterization of Bovine Serum). -

Manufacturers of therapeutic products using bovine serum are responsible for ensuring and documenting its quality and its
impact on the quality, safety, and efficacy of the final product. In addition, it is important to ensure that each lot of serum
performs in an equivalent manner during manufacturing. Serum can also interfere with final product purification; therefore it
is important to understand the effect of bovine serum on the manufacturing process in order to understand the effect that
various processes might have on the final product. Finally, risks can also be mitigated through the design of processes to include
steps to adequately remove the bovine material through dilution, separation, or inactivation as well as the development of
analytical assays to assess the bovine-derived residual content during processes and in the final therapeutic product. A number
of sensitive assays can provide a quantitative means of detecting bovine material at picogram levels.
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APPENDICES

Appendix 1: Relevant Regulatory References

Bovine sera and serum-related products used in the manufacture of biological products are regulated in the context of
Requirements for Ingredients of Animal Origin Used for the Production of Biologics, 9 CFR 113.53. Currently, individual serum
manufacturers perform detection studies to identify contaminating viruses. Because of the potential international market for
serum, serum manufacturers need to be mindful of other regulatory requirements. Manufacturers can use the documents listed
here as guidance for screening bovine sera for contamination by adventitious agents. Because of the risk carried by
animal-derived serum products, serum manufacturers and end users should ensure that the country of origin of the material
complies with applicable regulatory requirements. Although no celf performance assays currently demonstrate lack of BSE in
serum, serum manufacturers must comply with the regulatory requirements of countries where the serum is sourced and
marketed to ensure a minimal risk of infection with BSE/TSE. '

Beyond relevant USP chapters referenced in this chapter, the following list of documents includes regulatory documents as
well as best practices in product and process development, manufacturing, quality control, and quality assurance.

CFR

* 9 CFR 94.18 (CVB, 2001)

* 9CFR113.46

¢ 9CFR113.47
9 CFR113.52
9 CFR113.53
9 CFR113.55
9 CFR 320
9 CFR 3274
21 CFR 211 Subpart E
21 CFR 801.1
21 CFR 809.10
FDA
¢ FDA. Center for Biologics Evaluation and Research (CBER). 2000. Letter to manufacturers of biological products. Available

at: http://www.fda.gov/BiologicsBloodVaccines/SafetyAvailability/ucm105877.htm

¢ Use of materials derived from cattle in medicinal products intended for use in humans and drugs intended for use in
ruminants (Proposed Rule). Federal Register. 2007; 72(8): 1582-1619. Available at: http://www.reginfo.gov/public/

International Regulations and Guidance Dacuments

* CPMP/Biotechnology Working Party/EMEA (CPMP/BWP/EMEA). 1996. Note for guidance on virus validation studies: the
design, contribution and interpretation of studies validating the inactivation and removal of viruses. Available at http://
www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/09/WC500003684.pdf.

e CPMP/BWP/EMEA. 2003. Note for guidance on the use of bovine serum in the manufacture of human biological medicinal
products. Available at http://www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/
WC500003675.pdf.

e EMEA/CVMP/743/00-Rev.2 from the Committee for Veterinary Medicinal Products (CVMP). Revised guideline on
requirements and controls applied to bovine serum used in the production of immunological veterinary medicinal products.
Available at http://www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/10/
WC500004575.pdf.

e CPMP/CVMP. Note for guidance on minimising the risk of transmitting animal spongiform encephalopathy agents via human
and veterinary medicinal products. Available at http://www.ema.europa.eu/docs/en_GB/document_library/
Scientific_guideline/2009/09/WC500003712.pdf.

* World Health Organization (WHO), Office International des Epizooties. Terrestrial animal health code. Available at http://
www.oie.int/doc/ged/D10905.pdf.

¢ WHO. 2006. WHO guidelines on tissue infectivity distribution in transmissible spongiform encephalopathies. http://
www.who.int/bloodproducts/cs/TSEPUBLISHEDREPORT.pdf.

Appendix 2: Viruses to Consider when testing Bovine Serum

Following is a general description of viruses that manufacturers can consider when testing bovine serum for the absence of
adventitious agents. The list is intended only to provide general information. The list of required testing is described in this
chapter in the section Viral Testing.

AKABANE

An insect-transmitted virus that causes congenital abnormalities of the central nervous system in ruminants. Disease due to
Akabane virus has been recognized in Australia, Israel, Japan, and Korea, Antibodies to it have been found in a number of
countries in Southeast Asia, the Middle East, and Africa. The disease affects fetuses of cattle, sheep, and goats. Asymptomatic
infection has been demonstrated serologically in horses, buffalo, and deer (but not in humans or pigs) in endemic areas.
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BLUETONGUE

An infectious, noncontagious arthropod-borne viral disease primarily of domestic and wild ruminants. Infection with
bluetongue virus is common worldwide but is usually subclinical or mild. Bluetongue virus is the type-species of the genus
Orbivirus in the family Reoviridae. Worldwide, 24 serotypes have been identified, although not all serotypes exist in any one
geographic area: e.g., only 5 serotypes (2, 10, 11, 13, and 17) have been reported in the U.S. Distribution throughout the
world parallels the spatial and temporal distribution of vector species of Culicoides biting midges, which are the only significant
natural transmitters of the virus. ‘

BOVINE ADENOVIRUS

Associated with a wide spectrum of diseases. Bovine adenovirus type 3 is the serotype most often associated with bovine
respiratory disease. Bovine adenoviruses are DNA viruses that have been separated into two genera: the Mastadenovirus, or
mammalian adenoviruses, and the Aviadenovirus, or avian adenoviruses. Within the genus Mastadenovirus are numerous
species-specific serotypes, nine of which have been identified in cattle. Epitheliotrophic adenoviruses have also been isolated from
ruminants, and usually are clinically unapparent. Clinical disease is dictated by various factors, including the strain of virus,
concurrent infection, stress, environmental conditions, and management practices. .

BOVINE HERPESVIRUS 1 (BHV-1)

Associated with several diseases in cattle, including infectious bovine rhinotracheitis, infectious pustular vulvovaginitis,
balanoposthitis, conjunctivitis, abortion, encephalomyelitis, and mastitis. BHV-1 infections are widespread in the cattle
population. In feedlot cattle the respiratory form is most common.

BOVINE LEUKEMIA

An exogenous C-type oncovirus in the family Retroviridae. Bovine leukemia is a viral disease of adult cattle characterized by
neoplasia of lymphocytes and lymph nodes. Infection occurs by iatrogenic transfer of infected lymphocytes and is followed by a
permanent antibody response. The prevalence of infection in a herd may be high, but only a few animals develop fatal
lymphosarcoma. Infection is spread by contact with contaminated blood from an infected animal.

BOVINE REOVIRUS

Double-stranded ribonucleic acid (RNA) (dsRNA) viruses with nonenveloped spherical virions 60-80 nm in diameter. They
cause bovine respiratory diseases.

BOVINE RESPIRATORY SYNCYTIAL VIRUS (BRSV)

An RNA virus classified as a pneumovirus in the Paramyxovirus family. This virus was named for its characteristic cytopathic
effect—the formation of syncytial cells. In addition to cattle, sheep and goats can also be infected by respiratory syncytial viruses.
Human respiratory syncytial virus (HRSV) is an important respiratory pathogen in infants and young children. HRSV has antigenic
subtypes, and preliminary evidence suggests the existence of antigenic subtypes of BRSV. BRSV is distributed worldwide, and
the virus is indigenous in the cattle population. BRSV infections associated with respiratory disease occur predominantly in

young beef and dairy cattle.
BOVINE ROTAVIRUS

A dsRNA spherical virion 60-80 nm in diameter without an envelope. It is the most common viral cause of diarrhea in calves
and lambs.

BOVINE VIRAL DIARRHEA VIRUS (BVDV)

An RNA virus classified as a Pestivirus in the family Flaviviridae. BVDV can cross the placenta and appears to be capable of
inducing immunosuppression, which allows the development of secondary bacterial pneumonia. BYDV has been reported to
be the virus most frequently associated with multiple viral infections of the respiratory tract of calves.

FOOT-AND-MOUTH DISEASE (FMD)

A highly infectious viral disease of cattle, pigs, sheep, goats, buffalo, and artiodacty! wildlife species. In a susceptible
population, morbidity approaches 100%. The disease is rarely fatal except in young animals. FMD is caused by an Aphthovirus
of the family Picornaviridae. Seven immunologically distinct serotypes are known, and within each serotype exist a large number
of strains that exhibit a spectrum of antigenic characteristics. :

PARAINFLUENZA-3 VIRUS (P!-3) ‘
An RNA virus classified in the Paramyxovirus family. Although PI-3 is capable of causing disease, the virus usually is associated

with mild to subclinical infection. The most important role of PI-3 is to serve as an initiator that can lead to the development
of secondary bacterial pneumonia. Infections caused by PI-3 are common in cattle.
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PARVOVIRUS

A relatively heat-stabile single-stranded DNA virus approximately 20 nm in diameter that has been recovered from cattle but
under natural conditions is not known to cause disease.

RABIES

An acute viral encephalomyelitis that principally affects carnivores and bats, although it can affect any mammal. Rabies is
caused by Lyssaviruses in the Rhabdovirus family. Although they are usually confined to one major reservoir species in a given
geographic area, spillover to other species is common.

RINDERPEST

A Morbillivirus, closely related to the viruses that cause canine distemper and measles. Strains may vary markedly in host
range and virulence. Sera from recovered or vaccinated cattle cross-react with all strains in neutralization tests, but minor
antigenic differences have been demonstrated. The virus is fragile and becomes rapidly inactivated by heat and light but remains
viable for long periods in chilled or frozen tissues. Rinderpest is endemic in many countries in Asia and Africa. Historically, the
virus has been widely distributed throughout Europe and Africa but to date has not established itself in North America, Central
America, the Caribbean Islands, South America, Australia, or New Zealand. Rinderpest is included in the WHO's Office
International des Epizooties list of communicable diseases that have the potential for very serious and rapid spread, irrespective
of national borders; that are of serious socioeconomic or public health consequence; and that are of major importance in the
international trade of livestock and livestock products.
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1. INTRODUCTION

Pancreatin is a pancreatic enzyme preparation containing amylase, protease, and lipase enzymes isolated from the pancreas
gland of the hog, Sus scrofa L. var. domesticus Gray (Fam. Suidae). The pancreas is a secretory organ that plays a crucial role in
the digestive process by producing bicarbonate to neutralize the acidic environment in the duodenum, hormones to regulate
various catabolic functions, and a variety of digestive enzymes to degrade food in the small intestine. Pancreatin and
pancreatin-containing medicinal products are used to aid digestion and absorption of food (carbohydrates, fat, and proteins)
in patients with exocrine pancreatic insufficiency (EPI) caused by cystic fibrosis, chronic pancreatitis, and other conditions that
might cause a deficiency in the secretion of pancreatic enzymes.
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Pancreatic enzyme products (PEPs) of porcine origin have been marketed in the United States for the treatment of EPI before
the enactment of the Federal Food, Drug, and Cosmetic Act of 1938. Supplemental pancreatic enzymes are available in
prescription and non-prescription forms. Since 2004, the U.S. Food and Drug Administration (FDA) has required that all
pancreatic enzyme drug products marketed in the United States obtain FDA approval via a New Drug Application (NDA).
Although over-the-counter pancreatic enzyme products are available without a prescription, they are classified as dietary
supplements rather than drugs. Pancreatin and pancrelipase share similar functions and indications; however, pancrelipase,
which is available only as a prescription drug, contains more of the active lipase enzyme and also more purified pancreatic
extract than pancreatin does. '

This chapter describes best practices related to the sourcing and manufacturing of pancreatin raw materials used in both
pancreatin and pancrelipase drug products; these best practices help to ensure the safety and efficacy of the drug products
made from this active pharmaceutical ingredient (AP1). A list of applicable regulatory guidance documents is provided in

Appendix 1: Regulatory Bibliography.
2. PANCREAS COLLECTION AND PANCREATIN PRODUCTION

The animal-sourced raw material (pancreas glands) intended for pharmaceutical processing is a by-product of meat
production and is collected in slaughterhouses that are approved by the national competent authority and inspected by the
relevant veterinary authority. The animals from which pancreatin is derived must fulfill the requirements for the health of animals

suitable for human consumption.
An example of a typical manufacturing process is summarized in the description and flow chart (Figure 7) below.
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Pancreas glands from porcine origin

l

Frozen pancreas glands (raw material)A

y
Grinding of the frozen material

A

Enzyme activation
with an appropriate protease (where applicable)

v
Quenching of activation with appropriate solvents

v .
Separation from insoluble matter (where applicable) |——s Insoluble residue (discarded)

A
Pancreatin precipitation with solvents, e.g., IPA,
ethanol, etc (where applicable)

!

Removing supernatant

Washing and separation

Drying of solid residue
(precipitated enzymes)

l

Dried Pancreatin (API)

Figure 1. Flow chart showing the steps in the manufacturing process for pancreatin.

The pancreatic glands should be kept frozen to prevent a loss of enzymatic activity during holding and transport. After the
manufacturer accepts the frozen materials, the pancreatin is extracted and purified under conditions that reduce microbiological
load and other potential impurities. To accomplish this, the frozen pancreatic glands are macerated into fine slurry and treated
with activators to convert the inactive pancreatic enzyme precursors (zymogens) into active enzymes. The activation is carried
out under controlled conditions; factors such as time, temperature, ionic strength, or concentration are controlled as defined
by each manufacturer’s process. Once the activation is complete, the activation step is stopped by the addition of solvents such
as acetone, isopropy! alcohol, or other enzyme-comﬁatible solvents. After separation from insoluble matter (where applicable),
the mixture is combined with solvent to precipitate the pancreatin. The supernatant is separated, and the solid residue is washed
with solvent. Finally, the pancreatin is dried at appropriate temperature and vacuum. The biological activity may be adjusted
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and/or stabilized by adding suitable fillers, such as lactose; sucrose containing not more than 3.25% starch; pancreatin of lower
digestive power; microcrystalline cellulose; maltodextrin; or sodium chloride.

3. QUALITY CONTROL

Each lot of pancreatin is subject to appropriate quality control testing. Quality control testing needs to address the
requirements of the applicable monograph, as well as other identified quality parameters. Such tests should include appearance,
identification, purity, and activity of the pancreatin. Process- and product-related impurities, such as residual solvents from
extraction and precipitation and fat, should be considered. ,

Water is critical for enzyme activity and stability, and thus the limit of water content should be specified and monitored by
appropriate analytical methods such as loss on drying (LOD) (see chapter (731) Loss on Drying). The activity assays are applied
to confirm that pancreatin meets predefined limits for activity levels of lipase, amylase, and proteases, which are considered
critical quality attributes.

Because pancreatin is of biological origin, quality control includes microbial testing as well as testing for the absence of certain
adventitious agents that are pathogenic to humans.

4. LABELING

Product should be labeled in conformance to monograph and regulatory requirements but also should conform to customer
requirements as applicable. The label contains information such as the name and address of the manufacturer, manufacturing
date, retesting date, expiration date, lot number, storage conditions and specific precautions (e.g., “protect from moisture”),
and a statement indicating the intended use.

5. CERTIFICATION AND DOCUMENTATION

The product must be accompanied by required certificates and documentation, as applicable. This documentation should
include a certificate of analysis (COA) or other certificate documenting conformance to monograph requirements and quality
control test results; a certificate of origin indicating the animal species; and certifications related to adventitious agents,
including, where applicable, Transmissible Spongiform Encephalopathy/Bovine Spongiform Encephalopathy statements. Other
pertinent and required information, such as retest or expiration date, storage, and packaging recommendations, should also
be included as applicable.

The manufacturer/supplier should also be able to provide documnentation for regulatory purposes containing the following
information:

e Information on the regulatory agency’s approval/license number and the full address of the pancreatin manufacturing site.

A statement that the animal-sourced raw materials intended for pharmaceutical processing were collected and delivered
under oversight of the responsible/competent authorities.

¢ A list of the countries of origin of the collected raw materials.

¢ A statement that during transportation, the pancreas glands can be identified for animal by-products intended for
pharmaceutical purposes by appropriate documentation according to the corresponding legal regulations (such as animal
health certificates from oﬁiciaFveterinarians or a technical trade documentation).

e A statement that the pancreas glands are collected in approved slaughterhouses, and the animals from which pancreas
glands are collected have undergone inspection in compliance with the current applicable legislation and were declared
as suitable for human consumption, or no visible signs of diseases transmittable to humans or animals were detected at
the time of slaughter.

6. TESTING AND CONTROL OF ADVENTITIOUS INFECTIOUS AGENTS

6.1 Overview

Although there have been no reports documenting any infectious iliness subsequent to the use of pancreatin-derived
medicinal products, there is a theoretical risk of porcine pathogen transmission from pancreatin.

The safety of porcine-derived PEPs should be enhanced by implementation of multiple complementary and/or overlapping
strategies for adventitious agent containment, clearance, and control. Manufacturers should take an ongoing, risk-based
approach to enhancing the safety of these products with regard to adventitious agents that includes incorporation of risk
assessment, risk mitigation, and process materials management strategies. Testing should be included, when appropriate, to
provide maximum possible assurance of a sufficiently low risk of harm that is significantly outweighed by the therapeutic benefits
and concurrent assurance of availability of the drug to patients.

6.2 Risk Assessment Strategies
The FDA's “Guidance for Industry: Exocrine Pancreatic Insufficiency Drug Products” encourages a risk-based approach to the
potential for viral contamination of pancreatic enzyme products, in agreement with ICH Q5A(R1) and chapter (1050} Viral

Safety Evaluation of Biotechnology Products Derived from Cell Lines of Human or Animal Origin. The adventitious-agent risk profile
of biological products in general is contingent upon a variety of factors including the origin of the biological, the type of raw

www.webofpharma.com




7276 (1025) / General Information USP 43

materials used, manufacturing processes, and the route of administration. As sourcing and manufacturing may vary between
manufacturers, each manufacturer should establish and implement an individual, full adventitious-agent risk assessment.

Although the scope of ICH Q5A(RT) covers the viral safety evaluation of biotechnology products derived from cell lines of
human and animal origin, the principles and risk assessment approaches can provide the basis for a risk evaluation strategy for
the pancreatin products. Applying the principles of ICH Q5A(R1), the risk minimization strategy to protect patients against
inadvertent adventitious agent exposure should reflect a combination of three components:

1. Sourcing: Use of diligent sourcing to limit adventitious agents’ access to the manufacturing process. Because pancreatin
material is a by-product of the meat industry, it is important to ensure that pancreatin APl is produced only from animals
suitable for human consumption.

2. Clearance: Incorporation of robust clearance steps into the manufacturing process. The efficacy of these strategies
depends on the adventitious agents’ resistance to the type of physical and chemical inactivation used.

3. Testing: The control and testing of adventitious agents at suitable stages of the manufacturing process to provide
assurance that any remaining load of potentially harmful adventitious agent is at sufficiently low levels. This is
accomplished by using suitable screening assays against a relevant test virus panel. In this part of the risk assessment, the
potential of porcine viruses to pose a risk to humans should be taken into account.

To identify the potential adventitious agents that might be present in a pancreatin preparation, manufacturers should identify
adventitious agents that are present in the pig and assess the probability of their presence in the starting materials and API.
Chapters (61) Microbiclogical Examination of Nonsterile Products: Microbial Enumeration Tests and (62) Microbiological Examination
of Nonsterile Products: Tests for Specified Microorganisms address testing for specific microbiological contamination, as defined
* in the relevant pancreatin-related product monographs. Additionally, manufacturers should specifically evaluate the potential
presence of porcine viruses. In this evaluation, the manufacturing steps capable of removing or inactivating viruses should be
identified, and the efficiency of the process for removing and/or inactivating viruses should be demonstrated by viral validation
studies that follow applicable guidelines. Once a list of critical viruses potentially present in the starting material and/or in the
APl is established, manufacturers will decide on the appropriate process stages for viral testing and the level of viral testing to
be performed on a batch-to-batch basis. Tests for specific viruses should be developed and validated, and acceptance criteria
should be established and used in making accept/reject decisions about pancreatin API batches.

The potential zoonotic or non-zoonotic character of the virus should be taken into account when setting acceptance criteria.

6.3 Identification of Relevant Virus Panel Test

The risk assessment strategy described above requires the identification of potential viral contaminants of porcine-derived
starting materials. Table T gives an overview of enveloped and non-enveloped viruses known to be present in pigs that may
present a contamination risk when using pigs deemed fit for human consumption as source animals. The risk assessment should
address at least the viruses listed; however, depending on the origin of animals and the manufacturing process capability, the
list may be adapted, and additional viruses may be considered (see the example in Figure 2). Manufacturers should implement
systems to identify emergence of potentially relevant new viruses.

Table 1. Hazard Identification: Viruses Known to be Present in Pigs

Enveloped Viruses

Non-Enveloped Viruses

Classical swine fever virus

Encephalomyocarditis virus (EMCV)

African swine fever virus (ASFV)

Swine vesicular disease virus (SVDV)

Influenza virus

Foot and mouth disease virus (FMDV)

West Nile virus (WNV)

Reoviruses (REO)

Vesicular stomatitis virus (VSV)

Swine hepatitis E virus (swHEV)

Eastern equine encephalitis virus (EEEV)

Porcine rotaviruses (pRotaV)

Rabies virus (RABV)

Porcine enteroviruses (PEVs)

Porcine reproductive and respiratory syndrome virus (PRRSV) Porcine parvoviruses (PPV)

Transmissible gastroenteritis virus (TGEV) Porcine circovirus types 1 and 2 (PCV1/2)

Pseudorabies virus (SuHV-1)

Nipah virus

Porcine endogenous retroviruses (PERVs)

6.4 Virus Clearance by Manufacturing Process Steps

Demonstration of viral clearance is a critical component of ensuring the overall safety of pancreatin-derived products. The
objective of virus-clearance evaluation studies is not only to evaluate the ability of the manufacturing process to clear known
viral contaminants and to estimate quantitatively the overali level of virus reduction obtained by the manufacturing process but
also to estimate the capability of the manufacturing process steps to clear viruses in general. Viral clearance studies for the
manufacturing process of pancreatin should be performed in accordance with the applicable, current guideline, ICH Q5A(RT).

Current pancreatin production processes are considered to be effective for inactivating enveloped viruses, following the
results of virus clearance studies. However, non-enveloped viruses are more resistant to physico-chemical inactivation, making
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their inactivation more variable. Examples of viruses that are classified as having a high viral resistance toward treatment and
that show moderate to limited inactivation include PPV and PCV1/2 (see Figure 2).

Risk Assessment:

Probability of
pﬂgf:'sm occurence due to \ | Enveloped SvDv, PPV,
swine geographical origin, |- viruses PEVSs, PCV12
tissues sourcing measures, pRotaV,
etc. SWHEV

Risk Assessment:
Viral resistance
towards physico-
chemical inactivation

inactivation capab'lli;y

PPV,

Enveloped PCVIR2

viruses

, See ICHQS5A(R1) for the description of the levels of resistance.

Figure 2. Example of a risk-assessment approach to virus identification for the test panel.
6.5 Viral Testing

A testing strategy is needed when the ability of the process to remove or inactivate a specific virus to appropriate levels has
not been demonstrated. The potential zoonotic or non-zoonotic character of the virus should be taken into account when
setting acceptance criteria, in terms of both assay sensitivity and specification limit setting. API batches that test positive for
zoonotic viruses should be rejected. As a part of quality control, viral testing should be performed on each lot of APl. The tests
used should allow exclusion of any detectable load of potentially harmful levels of adventitious agent. The 9 CFR describes
testing requirements for porcine biological products including live virus vaccines and antibody products but does not specifically
address pancreatin. Applying the principles of 9 CFR, assays to detect porcine viruses can, for example, be based on cell culture
monitoring for cytopathogenic effects for an appropriate incubation time, hemadsorption testing, virus-specific staining
techniques, or appropriate combinations thereof (also see chapter (1237) Virology Test Methods). In addition to the technologies
and viruses covered by 9 CFR, new molecular biology-based technologies may be used, and other viruses with zoonotic potential
that are identified may require testing. Examples of specific viruses not covered by the current virus testing guide may include
SWHEV. '

The definition of the test virus panel, selection of the appropriate process stage, suitability of the test method, and test method
sensitivity should be justified by the manufacturer. All tests for specific viruses should be developed and validated in compliance
with current guidance, for example, chapters (1225) Validation of Compendial Procedures and (1033} Biological Assay
Validation, as applicable, and acceptance criteria should be established and used for accept/reject decisions of pancreatin API

batches.

7. CHARACTERIZATION OF PANCREATIN

7.1 Description and Physico-Chemical Properties

Pancreatin is a slightly brownish to tan amorphous powder with a raw meat odor and taste. Pancreatin is partly soluble in
water, forming a weak turbid solution, and insoluble in alcohol and ether. The following conditions may degrade pancreatin:
mineral acids, alkali hydroxides, oxidizing agents, many metallic salts, and high humidity and temperatures.
Pancreatin-containing solutions should be filtered with caution, due to potential retention of the lipase and proteases on the
filter. The enzymatic activity reaches a maximum in neutral-to-weakly alkaline solutions. The activity decreases quickly in acidic
or strong alkaline solutions. The same applies to boiling of pancreatin-containing aqueous solutions. in non-enteric-coated
formulations, exposing the product at a pH of 4.5 or less is not recommended, because a nearly complete loss of lipolytic activity
has been observed. )

Because pancreatin is of biological origin, other components are present in addition to enzymatically active proteins. These
other components include proteins, amino acids, peptides, nucleic acids and fragments thereof, tissue components, fat, and
inorganic substances. These components may have an impact on the quality of the final material.

7.2 Protein and Enzyme Contents

Pancreatin contains different digestive enzymes, most of which are produced and stored as zymogens (inactive precursors)
in the pancreatic acinar cells. Under physiological conditions, pancreatic zymogens are transformed into active enzymes once
the pancreatic secretion reaches the upper small intestine. An intestinal protease, enterokinase, triggers the activation process
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by cleaving the zymogen of trypsin, which further activates the other proteases. During the production process, the enzymes
present in pancreatin are activated by trypsin (see Figure 7).
Table 2 summarizes some of the important characteristics of the main pancreatic enzymes found in pancreatin.

Table 2. Characteristics of Known Enzymes Present in Porcine Pancreatin

UniProtKB/
Swiss-Prot Produced Molecular
E.C. Accession asa Mass Sequence Isoelectric
Name Number Number Substrates Precursor (kDa) Length Point
231 a.a. (zymo-
23,8 (zymogen), | gen), 223 a.a. (ac- | 9.3 (zymogen),
Trypsin 3.4.21.4 P00761.1 Proteins Yes 23,5 (activated) tivated) 10.5 (activated)
268 a.a. (zymo-
29.1 (zymogen), | gen), 221 a.a. (ac-
Chymotrypsin 3.4.21.1 G1ARD6_PIG Proteins Yes 25.6 (activated) tivated) 8.7
250 a.a. (zymo-
gen), 240 a.a. (ac-
Elastase 3.4.21.36 P00772.1 Proteins Yes 25.9 (activated) tivated) 8.5
Carboxypepti- 308 a.a.
dase A1 3.417.1 P09954 Proteins Yes 34,7 (activated) (activated) Not known
Carboxypepti- 305 a.a.
dase B 3.4.17.2 P09955.5 Proteins Yes 34.7 (activated) (activated) 6.0
246 a.a. (zymo-
Kallikrein, glandu- gen), 239 a.a. (ac-
lar 3.4.21.35 P00752.4 Proteins Yes 25-28 kDa tivated) 4,.2-4.3
50.1 (two glyco-
Triacylglycerol Triglycerides, sylation isoforms, 450 a.a. 4.9 (lipase A), 5.0
lipase 3.1.1.3 P00591.2 diglycerides No lipases A and B) (mature) (lipase B)
No enzyme activi- 10.3 (porcine pro-
ty, cofactor of colipase A), 10.1 | 93 a.a. (procoli-
pancreatic (porcine procoli- | pase A), 95 a.a.
Colipase P02703.3 lipase Yes pase B) (procolipase B) Not known
146 a.a. (zymo-
14.7 (zymogen), | gen), 123 a.a. (ac-
Phospholipase A2 3.1.1.4 P00592 Phospholipids Yes 14 (activated) tivated) 4.4-4.5
Cholesterol’ Inconsistent val-
esterase, ues in the litera-
also named car- ture
boxyl ester Cholesterol esters, ranging from
lipase (CEL), car- vitamin esters, 65 to 98 kDa.
boxyl ester hydro- .| monoglycerides, While proteolytic | Complete amino
lase (CEH) or Complete amino | phospholipids, forms have been | acid
bile-salt stimulat- acid galactolipids, identified, the ex- { composition still
e sequence still un- | some actlvity on act mass Is unknown
lipase (BSSL) 3.1.1.13,3.1.1.1 | known in pig triglycerides No still unknown. in pig 4.2-4.8
496 a.a. 5.95 (amylase 1),
a-Amylase 3.21.1 P00690.3 Polysaccharides No 553 (mature) 5.45 (amylase II)

7.2.1 PANCREATIC PROTEASES

Proteases are enzymes that digest proteins into smaller peptide fragments and amino acids by hydrolyzing the peptide bonds.
Pancreatin contains five major proteases: trypsin, elastase, chymotrypsin, carboxypeptidase A1, and carboxypeptidase B.
Trypsin, chymotrypsin, and elastase are classified as both serine proteases and endopeptidases because they cleave peptide
bonds at the C-terminal side of an amino acid and also have a catalytically important serine residue in their active sites.
Carboxypeptidases catalyze hydrolysis of the amino acids from the C-terminal end position in polypeptides and thus are

classified as exopeptidases. Carboxypeptidases sequentially release residues from the C-terminus of proteins and peptides with a
well-defined specificity.

Trypsin acts specifically on the C-terminal side of the positively charged amino acid residues lysine and arginine. Trypsinogen
is secreted by the pancreas as an inactive precursor and discharged into the duodenum where enterokinase converts trypsinogen
to active trypsin. Enterokinase is secreted in the duodenum by cells of the duodenal mucosa. Enterokinase removes a terminal
octapeptide from trypsinogen and yields a polypeptide chain of active trypsin cross-linked by six disulfide bridges. Trypsin
contains one high-affinity calcium binding site that is required for enzyme stability.

Chymotrypsin acts preferentially on the C-terminal side of tyrosine, phenylalanine, and tryptophan residues. It is secreted as
an inactive zymogen, chymotrypsinogen, which undergoes proteolytic processing by trypsin to form the active enzyme.
Chymotrypsin binds one calcium ion per molecule.

Elastase acts on small, neutral amino acid residues, such as glycine and alanine, but also hydrolyses amides and esters and is
distinctive in that it acts upon elastin. Elastase is produced as a zymogen and the activated form contains four disulfide bridges.
Elastase binds one calcium ion per molecule. : '

Carboxypeptidase A1 is an exopeptidase hydrolyzing the peptide bond adjacent to the C-terminal end of a polypeptide
chain, thus releasing the C-terminal amino acid. It cleaves aromatic and bulky aliphatic amino acid residues and shows little or
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no action with aspartic acid, glutamic acid, arginine, lysine, and proline amino acid residues. It contains one zinc ion per
molecule. The zinc ion is essential for activity; if removed during dialysis it must be replaced. Thus, carboxypeptidase A1 is also
classified as a metalloprotease.

Carboxypeptidase B catalyzes the hydrolysis of the basic amino acids lysine, arginine, and ornithine from the C-terminal end
of a polypeptide chain. it may also have a function in the further degradation of products of tryptic digestion. The enzyme
binds one zinc ion per molecule, which is a necessary functional part of the enzyme for activity, and thus carboxypeptidase B
is also classified as a metalloprotease.

7.2.2 PANCREATIC LIPASE AND COLIPASE

Pancreatic lipase (PL, also known as triacylglycerol acyl hydrolase) is a glycoprotein and produced directly as an active enzyme
by the pancreas. Two glycosylation isoforms of PL, lipase A and lipase B, are present in pancreatin. These two isoforms have
identical amino acid compositions but differ slightly in their glycosylation patterns, with lipase A as more acidic than fipase B.
PL is a water-soluble enzyme that acts on insoluble lipid substrates, triglycerides, at the lipid-water interface. Its activity is
dependent on the substrate-specific surface accessible to the enzyme, and it increases with the state of emulsification of the
lipids. PL preferentially hydrolyzes ester bonds at the C-1 and C-3 positions of triglycerides and exhibits a broad spectrum of
fatty acid chain length specificity. Therefore, PL is active against a wide variety of the triglycerides that are typically present in
the diet. It also acts on diglycerides, but its activity on monoglycerides is very weak. It mainly converts triglycerides into
monoglycerides and free fatty acids; the more polar lipolysis products are absorbed in the small intestine. In the presence of
various amphiphiles such as bile salts at micellar concentrations, the PL adsorption at the lipid-water interface can be hindered,
thus decreasing lipolytic activity.

A small protein cofactor also produced by the pancreas, colipase, helps PL to anchor to interfaces in the presence of
competitive amphiphiles, and thus restores PL activity. Colipase is also produced by the pancreas as a precursor, procolipase.

Procolipase is activated by trypsin.
7.2.3 PANCREATIC PHOSPHOLIPASE A2

Phospholipase A2 (also known as type IB secretory PLA2) is a heat-stable, water-soluble enzyme that catalyzes the
calcium-dependent hydrolysis of the 2-acyl groups in 3-sn-phosphoglycerides. It is produced as a precursor that is activated by

trypsin.
7.2.4 PANCREATIC AMYLASE

Porcine pancreatic a-amylase (1,4-0-D-glucan glucanohydrolase) catalyzes the hydrolysis of internal 1,4-¢-D glucosidic
linkages in polysaccharides containing three or more 1,4-a-linked D-glucose units to yield a mixture of dextrins, maltose, and
glucose. Amylase exists in two forms (I and II) that have similar enzymatic properties but that differ in their isoelectric points.
Both molecular forms of amylase are glycoproteins that contain fucose, galactose, mannose, and different contents of
glucosamine. Both amylases consist of a single polypeptide chain with four disulfide bridges and contain a tightly bound

calcium jon.
8. ENZYME ACTIVITY MEASUREMENTS

Although pancreatin contains a variety of enzymes, it is usually characterized by measuring the activities of the three main
enzyme classes, lipase, protease, and amylase.

8.1 'Lipase Activity

The lipase activity of pancreatin on triglycerides with long-chain fatty acids is mainly due to PL, which requires the presence
of its specific cofactor, colipase, to act on triglyceride emulsions in the presence of bile salts that are competitors for lipase
adsorption at the surface of lipid droplets. Colipase and lipase form an active complex with a 1-to-1 stoichiometry. Commercial
preparations of pancreatin usually contain colipase; however, it is recommended to check that the APl manufacturing process
provides enough colipase for the lipase activity. This control should be part of a proper characterization to be performed during
process validation of the API.

Besides PL, pancreatin also contains pancreatic carboxyl ester lipase (CEL), which hydrolyzes several lipid substrates. CEL
activity on triglycerides is usually considered very low, compared with that of PL, and its contribution to pancreatin lipase activity
is negligible, as measured by the USP lipase assay.

The lipase assay described in the USP Pancreatin monograph is based on the enzyme’s rate of digestion of olive oil emulsified
with acacia (also known as gum arabic). The activity of the test sample is calculated by comparing it to a standard preparation
of enzyme with known activity. Olive oil contains triglycerides with long-chain fatty acids that are representative of dietary
triglycerides. Lipase activity is measured on the basis of the titration of the free fatty acids released from olive oil upon lipolysis
by the lipase present in pancreatin. This titration by sodium hydroxide is performed at a constant pH of 9.0 by pH- or
potentiostatic titration, at which long-chain fatty acids are totally ionized. It is worth noting that this pH value does not
correspond to physiological conditions (the mean pH of the small intestine contents is close to 6.0 during a meal), but it allows
measurement of optimum lipase activity in vitro. Because the USP lipase assay solution contains USP Bile Salts Reference
Standard (RS), the detection of enzyme activity requires that both lipase and colipase are present in pancreatin. One USP Unit
of lipase is defined as the amount of enzyme that, under the defined conditions with the defined substrate, liberates 1 umole

of fatty acid per minute.
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Other lipase assays are available for monitoring lipase activity in pancreatin. When using lipase assays with non-natural
substrates, such as tributyrin, it is recommended to confirm that the pancreatin sample tested is also active on long-chain
triglycerides, particularly using the USP lipase assay with olive oil-acacia emulsion.

8.2 Protease Activity

The proteolytic activity of pancreatin on polypeptides and proteins is due to the inherent enzymes trypsin, chymotrypsin,
elastase, carboxypeptidase A1, and carboxypeptidase B. The two major pancreatic proteases are trypsin and chymotrypsin, and
along with elastase, these endopeptidases generate small polypeptides from larger proteins. The further action of the
exopeptidases carboxypeptidase A1 and B leads to single amino acids during digestion. ‘

The USP spectrophotometric assay for protease activity from pancreatin is based on the enzyme’s rate of digestion of casein
under test conditions. The activity of the test sample is calculated by comparing it to a standard preparation of enzyme with
known activity. Casein is composed of a (s1) and a (s2)-caseins, p-casein, and k-casein, which are phosphorylated on serine
residues and lack disulfide bridges. The conformation of casein is similar to that of denatured globular proteins with little or no
tertiary structure. It is recommended that users evaluate suppliers of the casein substrate for consistency of dispersion.

The hydrolysis of casein by pancreatic proteases generates single amino acids and small peptides, and their release can be
quantified by measuring their absorption at 280 nm. Before this measurement, non-hydrolyzed proteins and large peptides
have to be separated by a selective precipitation with trichloroacetic acid, followed by filtration. The filtrate is then used for the
spectrophotometric assay of protease activity, using tyrosine as a calibrant. One USP Unit of protease activity is contained in
the amount of pancreatin that hydrolyzes casein at an initial rate such that the amount of peptides liberated per minute and
not precipitated by trichloroacetic acid gives the same absorbance at 280 nm as 15 nmol of tyrosine.

Other assays are available for monitoring the activity of individual and total proteases in pancreatin, and the unit assignments
are specific for each substrate. N-Acetyl-L-tyrosine ethyl ester is commonly used for both titrimetric and spectrophotometric
(A = 237 nm) assays of chymotrypsin activity. Similarly, N-benzoyl-L-arginine ethyl ester is commonly used for both titrimetric
and spectrophotometric (A = 253 nm) assays of trypsin activity. In both cases, the titrimetric assay is based on ester hydrolysis
by proteases and the release of acid groups, whereas the spectrophotometric assay is based on the chromogenic properties of
these acids. Toluene-sulfonyl-L-arginine methyl ester is another chromogenic substrate (A = 247 nm) used for measuring trypsin
activity. 'lI)'hese substrates are, however, not proteins, and the assays involve the cleavage of a carboxylic ester bond instead of a

eptide bond. ‘
P Other assays using chromogenic peptides as substrates have been developed for improving specificity and sensitivity. More
specific and sensitive protease assays have been developed using short synthetic peptide substrates (3—5 amino acid residues)
with a chromogenic group (4-nitroaniline) coupled to the C-terminal end by an amide bond. The chromogenic group is
specifically removed by proteases and is measured photometrically. The change in the absorbance at 405 nm is directly
proportional to the protease activity. Specific substrates are commercially available for trypsin
(carbobenzoxy-valyl-glycyl-arginine-4-nitril-anilide acetate) and chymotrypsin (methyl-O-succinoyl-arginyl-prolyl-tyrosine-
4-nitril-anilide chlorhydrate). Fluorescein isothiocyanate (FITC)-labeled casein is also used as a general protease substrate. The
assay is based on the quenching of the fluorescein label bound to casein. When FITC-casein is digested into smaller peptides
by proteases, fluorescence at 530 nm (excitation at 485 nm) is increased and can be measured to determine protease activity.

8.3 Amylase Activity

The glycolytic activity of pancreatin is due to o-type amylases. Such enzymes catalyze the hydrolysis on internal o-1,4-glucan
links in polysaccharides containing three or more a-1,4-linked D-glucose units, yielding a mixture of maltose and glucose. The
two major isoforms (I and Il) of porcine amylases have identical enzymatic properties. In the last decades, several methods have
been developed for assaying amylase activity; many of these are based on the detection of starch hydrolysis, as this polymer is
the natural amylase substrate. Starch consists of two types of molecules, amylose (usually 20%-30%) and amylopectin (usually
709%-80%). Both polymers result from the assembly of glucose units connected via a-1,4-glucan links; in addition, in
amylopectin, about 1 residue in every 20 or so, is also linked o-(1—6), forming branch-points.

The USP Amylase assay in the Pancreatin monograph is based on the enzyme’s rate of digestion of starch, and the activity
of the test sample is calculated by comparing it to a standard preparation of enzyme with known activity. Starch is hydrolyzed
by amylase; the reducing groups resulting from the hydrolysis react with iodine in alkaline solution; and the excess iodine is
titrated with thiosulphate. One USP Unit of amylase activity is defined as the amount of pancreatin that decomposes starch at
an initial rate such that 0.16 pEq of glycosidic linkage is hydrolyzed per minute under the conditions of the assay.
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| (1027) FLOW CYTOMETRY

INTRODUCTION

Flow cytometry is an analytical method that plays a critical role in the quantitative and qualitative assessment of cell
populations in patient and cellular product samples. The power of flow cytometry lies in its ability to rapidly and reliably analyze
multiple attributes of individual cells within heterogeneous cell populations. Despite the value of flow cytometry data, method
validation is challenging—perhaps more so than for other analytical methods—because of errors and artifacts from multiple
sources.

Although flow cytometric methods can also be used to sort and isolate cells as part of the manufacturing process for cell-
and tissue-based biological products, the scope of this chapter is limited to the use of flow cytometry as an analytical method.
This chapter presents the technical aspects of the method, including instrumentation, sample handling and staining, and data
analysis. Sources of error are considered in the context of technical features, as well as in the discussion of quality control, quality
assurance, and standardization. Finally, current applications and assay troubleshooting principles are presented. For additional
izngggr;wation on the basics and practical aspects of flow cytometry, see the current edition of Practical Flow Cytometry (Shapiro,

Flow cytometry is widely used to characterize cell and tissue-based products, but most assay methods are not yet
standardized. In addition to issues related to technical complexity, there are also challenges to standardization of flow cytometric
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methods for specific product classes or types related to the heterogeneous nature of these products, even among those with
similar manufacturing processes and clinical uses. Current and future innovations in instrumentation, analytic reagents, analytic
algorithms, and automation are likely to improve the technology’s capabilities but are unlikely to eliminate challenges (e.g.,
bioassay, identification tests, and other applications).

PRINCIPLES OF OPERATION, METHODS, QUALITY, AND STANDARDIZATION

The process of flow cytometry requires that cells move past a fixed light source consisting of one or more lasers so that
individual cells can be observed or interrogated for characteristics such as size, granularity, and presence of surface membrane
or intracellular antigens or molecules. The cells are suspended in fluid in which movement is controlled by the size and
configuration of tubing, chambers, and pumps specific to the flow cytometry instrument. The pattern of light signals produced
from the laser light's interaction with the cells is captured by a detection system, also specific to the instrument, and the detected
signals are transformed into data elements that can be analyzed and combined with data from other cells in a given sample.
Data from a cell suspension can then be expressed and presented in one-, two-, or three-dimensional visual formats, or in
numerical formats, to characterize the cellular sample and its subpopulations both qualitatively and quantitatively.

Flow Cytometry Instrumentation

Flow cytometers, which incorporate fluidic, optical, and electronic signal processing elements, are described below.
FLUIDICS

The fluidics system moves a bulk mixture of cells so that a stream of single cells is formed. Within the flow cytometer, the
single-cell suspension passes through a confined region where each cell is sequentially illuminated by a uniform light source at
the observation point (interrogation point). Most instruments use a flow chamber (flow cell) that, after the cell sample is drawn
into the sample injection tip, combines the cells with isotonic sheath fluid, using a conical nozzle assembly that is geometrically
designed to produce a laminar flow of fluid (Figure 7). The fluid outlet nozzle typically has an orifice of 50-250 um in diameter
through which fluid exits at a high flow rate. Differential pressures between the sample stream of cells (lower pressure) and the
sheath stream (higher pressure) draw the cells/particles out into a confined stream. The resulting coaxial stream within a stream
is highly efficient, and the sample stream at the observation point is typically only slightly larger than the cells or particles
contained within. At least one manufacturer uses an alternative approach in which the coaxial stream strategy is replaced by
the use of microcapillaries to focus and direct the cells. The fight signal deflected or emitted by the cell is then measured and

analyzed.
Sample Injection Tip
/ Sheath Fluid Inlets

/ Laminar Flow

— Observation Point

Fluid outlet

Figure 1. Schematic diagram of a flow cell.

OPTICS

When cells are stained with fluorescent dyes or with fluorescent-labeled antibody reagents, light emitted from the laser
interacts with the fluorescent dye to produce a stimulated emission that has coherent (parallel) waves of light of uniform
wavelength, phase, and polarization. Fluorescent light signals generated from the interaction of the laser light with the cells
are collected by an array of detectors oriented in direct line with, and at 90° to, the incoming laser beam. The most common
commercially available flow cytometer lasers (with corresponding wavelengths) are the blue argon laser (488 nm), the red diode

laser (635 nm), and the violet laser (405 nm).
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ELECTRONIC SIGNAL PROCESSING AND DATA OUTPUT

When a cell passes through the optical system of a flow cytometer, the light-scattering patterns or fluorescence from any
fluorochrome on or in the cell are detected by various types of photodetectors or photomultiplier tubes (PMT) that transform
the information about the characteristics of the cell into a computerized readout. Each analyzed cell generates an event in each
parameter (forward scatter, side scatter, fluorescence) for which it is measured. Figure 2 shows an example of a typical two-color
flow cytometer configuration. Different cell types have distinctive sets of signals in the various parameters. For example, when
the cell passes through a beam of light, the light deflected in the forward direction (usually about 20° from the forward direction
of the laser) is called forward scatter and is collected by a detector known as the forward scatter channel (FSC). The amount of
deflection in the FSC is proportional to cell size. Light deflected at a 90° angle is known as side scatter and is collected by the
side scatter channel (SSC). This provides a measure of the cell’s structural complexity caused by granules, membrane roughness,
or nucleus, all of which are associated with higher SSC. The light deflected by other PMTs using a specific band-pass filter is
collected by specific fluorescence channels (FL1 and FL2 in Figure 2). The electrical pulses, originating from light detected by
the PMTs, are processed by a series of linear and log amplifiers. Logarithmic amplification is often used to measure fluorescence
in cells. Figures 3—7 show histograms for cells stained with antibodies conjugated with specific fluorochromes (see Table 7). The
antibodies are specific to some of the cluster of differentiation (CD) markers discussed in Immunophenotyping (see below).

Laserbeam

flow cell FSC detector

Figure 2. Typical 2-color flow cytometer with detectors for FSC, SCC, and fluorescence.

Table 1. Fluorochromes Commonly Used in Flow Cytometry

Typical
. Excitation Emission
Fluorochrome ) Laser (nm) Peak (nm)
Cascade Blue . 375; 401 423
Pacific Blue 403 455
R-Phycoerythrin ,

(R-PE) 480; 565 578
PE-Cy5 conjugates 480; 565; 650 670
PE-Cy7 conjugates 480; 565; 743 767
Red 613 .

(Texas Red) 480, 565 613
Peridinin :

Chlorophyli 490 675

(PerCP)

'| Fluorescein

(FITC) 495 519
Allophycocyanin

(APC) 650 660
APC-Cy7 conjugates 650; 755 767

The versatility of flow cytometry comes from the ability to attach fluorescent tags to the cell’s surface, cytoplasm, or nucleus
or to products of the cell. Fluorescent markers attached to the cell can be excited by lasers to emit light of specific wavelengths,
and this light is then detected and analyzed in the manner described above. The type and amount of fluorescence detected
provide both quantitative and qualitative information about the cell.

The photodetectors convert light into an analyzable output by generating a small current of which the voltage has amplitude
proportional to the amount of light. The voltage is amplified and converted into electrical signals large enough to be plotted
by the computer in several different ways. Thus, the FSC, SSC, and fluorescent detectors collect the light and convert it into
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electrical signals that can be analyzed by the computer. In this way, the signals coming from each photodetector can be
measured for their intensity (low to high) and sorted into channels. The channels are arranged as a continuum so that a cell
population with many large cells will have many events in the higher channels, and one with many small cells will have many
events in the lower channels.

DATA ANALYSIS

Data output from the flow cytometer can be represented in several ways, the most basic of which is the single-parameter
histogram (Figure 3), in which events with similar intensity of light (forward scatter, side scatter, or fluorescence) are collected
in channels and then plotted. This plot demonstrates the number of cells with similar optical characteristics. Figure 4 is an
example of graphs that display two measurement parameters, one on the x-axis and one on the y-axis, and the cell count as a
densitl_)l/ (dotl) plot or contour map. The parameters could be SSC, FSC, or fluorescence. These parameters can be collected in
one channel.

80 100

60

Positive

Counts
|

40

Negative

20

OMLMMM“IM " e hass
1

00 101 102 103 10%
CD3

Figure 3. Single-parameter histogram showing expression of the cellular antigen CD3 in a mixture of cells.
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SSC-Height
600 800 1000

400

200

0 200 400 600 800 1000
FSC-Height
Figure 4. Bivariate dot plot of cells displayed by FSC and SSC.
A dot plot displays a dot for each cell, and density plots and contour plots show a heat map or a topographical linear map,
respectively, based on the relative number of cells in each channel. The forward versus side scatter histogram is the most

common method of identifying different hematopoietic cell types. Figure 5 shows a contour plot that is a 3-dimensional
representation of the relative number of cells in the various channels.
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104

CD10
102

104

CD5

Figure 5. Bivariate contour plot showing relative numbers of cells present in each channel that co-express 2 CD markers.

When cells are stained with antibodies for different epitopes carrying two different fluorochromes, the data are presented
as a plot of the two parameters plotted against each other. Cursors can be set on each axis to separate positive populations
from negative populations for each of the attributes. This results in a graphic representation of cells that are positive for both
markers, negative for both markers, and positive for only one of the two markers (Figure 6).

Singl
P;‘sglt:/e Double Positive
Population Population
/
|~
K4 %g 7
3 ¥y
% "
‘ Negative ____| & @
ngala\:ieon _’0600 o o} & g
o oga e 8op0 Go
\ Single Positive
Population

Figure 6. Schematic presentation of a 2-parameter histogram.

The flow cytometer allows the user to set the limits of positive and negative for each marker. Flow cytometric data are
collected in list mode, where each electronic signal from a respective cell is displayed in the sequence in which it was acquired.
List mode files can be edited at a later time to include or exclude any event. A basic advantage of flow cytometry is the ability
to separate the data about the cells of interest from both the background and dead cells (e.g., noncellular particles or debris)
when dealing with forward and side scatter and cells of other populations. The user must decide which signals are the actual
light outputs from the cells and must construct an electronic gate to tell the computer to count as positive only the events that
fall within the gate. Cell populations can vary widely depending on the tissue or cell source and the characteristics of the flow
cytometer used. Gating allows the user to determine which outputs to consider actual events, so this process is of prime

importance in standardizing flow cytometry data (Figure 7).
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Figure 7. Gating of a cell population with low side scatter and high forward scatter, which is distinct from other cell
populations in the sample.

A technique known as compensation can be used to separate spectral overlap of fluorochromes that have similar emission
wavelengths. For analog-style flow cytometers manufactured before the late 1990s, compensation must be set before data
acquisition. In modern digital instruments, compensation can be set either before or after data acquisition. The adjustment of
compensation can be more of an art than a science, and considerable literature has been focused on the relative merits of
various methods to determine the correct compensation for cell types or experimental conditions. The analyst should have
considerable knowledge of the cell type under analysis in order to prevent errors in phenotyping that can result from improper
adjustment of compensation.

The number of events counted should be adequate for statistical confidence in the results. The instrument can be set so that
data are collected until a certain number of events in a channel have been measured. This feature allows the operator to vary
the length of time or number of events from the sample so that statistically reliable data are generated. Thus, a sample that
measures a rare event will analyze more total cells than one that measures a common event. Use of list mode files, the electronic
data files that represent the most uncensored data, provides an advantage because these files can be further analyzed after data
acquisition. Investigators need to ensure that all raw data, documentation, protocols, specimens, and final reports are archived
at the close of the study. To ensure the integrity and quality of raw data collected, researchers need to abide by U.S. FDA
Regulations for Good Laboratory Practices (GLP) as prescribed in 21 CFR Part 58, Good Laboratory Practice for Nonclinical
Laboratory Studies; and Part 11, Electronic Records and Electronic Signatures.

Flow Cytometry: Elements of a Procedure

Flow cytometric methods incorporate sample handling, preparation, and staining; instrument setup and operation; data
collection, analysis, and storage; and associated quality control measures.

SAMPLE HANDLING AND STAINING

Sample Collection, Handling, and Anticoagulation
In order to make accurate conclusions about the cell-based drug product, the analyst should ensure that samples from cellular

products are as representative as possible of the whole product. Blood, apheresis samples, and cell suspension products should
be well mixed before sampling, and care should be taken to obtain adequate sample volumes.

Cellular samples containing human blood/plasma must be anticoagulated. Citrate-based anticoagulants (e.g., Anticoagulant
Citrate Dextrose Solution A) or heparin are recommended more highly than EDTA because they will optimally preserve samples
being held for more than a few hours. For longer-term samples, specific transport/storage media may be required, and validation
studies should be performed to ensure that those samples are equivalent to fresh samples at the time of flow cytometric analysis.

Samples intended for whole blood lysis and surface antigen staining should be transported and stored, preferably on a slow
oscillating miixer, at room temperature. Fixed samples or live cell preparations should be stored at 4°. When the sample may
be exposed to extreme temperatures, temperature-control materials (room temperature packs, wet ice/cold packs, and
insulation) may be necessary, and validation studies should be performed to ensure sample integrity. For critical or high-value
samples, temperature-monitoring devices may be needed during transport. .

After acquisition, specimens should be analyzed as soon as possible. Special attention should be given to situations in which
cellular proliferation and metabolic depletion of energy sources within the transport/storage media can lead to apoptosis. When
accurate counting is not required or if infectious agents are suspected, a commercial lyse/fix solution can increase storage time
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and reduce the risk of disease transmission. For specimens separated by density-gradient centrifugation, storage in a solution
of buffered paraformaldehyde (0.1% to 2.0%) is recommended after cell labeling has occurred.
Sample Processing, Staining, and Fixation

Reagents used in sample processing, staining, and fixation should be qualified for their intended use. Further guidance is
available in ICH Q6B, Specifications: Test Procedures and Acceptance Criteria for Biotechnological/Biological Products. When using
reagent kits, follow the manufacturer’s sample processing instructions.

Sample processing that involves centrifugation, washing, red blood celf (RBC) removal or lysis, or density-gradient separation
is commonly done during many flow cytometric applications but can introduce error and artifact. Several techniques and
reagents are available for RBC removal and lysis. Clinical grade [in vitro diagnostics (IVD) or analyte-specific reagents (ASR)]
reagents are recommended for optimal quality, but artifacts can still occur. Density-gradient centrifugation can introduce error
associated with variable cell losses among subpopulations that are being measured. These sources of error and artifact can be
avoided by analyzing live whole blood whenever possible.

Most whole blood lysate instructions recommend staining at room temperature and in the dark. Many methods include a
dilute fixative to prevent capping and internalization of fluorochrome. In contrast, cell preparations (density-gradient cell
preparactjions, apheresis specimens, tissue culture) should be stained at 4°, washed with cold buffer, and stored cold until
analyzed.

Fixation that also preserves cell surface antigens can be accomplished using commercial leukocyte preservatives or with
buffered formaldehyde or paraformaldehyde. Very little validation of storage times, antibody binding, or fluorochrome intensity
has been reported. Any laboratory that considers batch analysis of fixed specimens should validate these techniques thoroughly
before implementing.

USE AND CHOICE OF FLUOROCHROMES

Fluorochromes

Fluorochromes are used for direct staining of cells or as agents bound to antibody or other reagents to stain cellular antigens
or other structures. Table 1 lists examples of common fluorochromes used for flow cytometry and their excitation and emission
wavelengths. Wavelengths (nm) may vary slightly depending on the environment. Synthetic probes from specific manufacturers
are also available.! Fluorochromes must match the spectral range for the lasers and filter sets specific to the user’s flow
cytometer, ‘

When choosing fluorochromes for multicolor phenotyping, the operator should refer to established methods for the
particular instrument. In general, the brightest fluorochromes should be matched with the antigens that are expected to have
the lowest expression on the cell surface. The brightness of tandem dyes can also be reduced by the use of certain fixatives,
some of which are less problematic than others. When designing a multicolor flow and tandem dye procedure that has not
been previously validated, the operator should consult the manufacturer’s technical service, compare tandem dye/fixative
combinations, and validate the final fluorochrome combination to ensure sample-to-sample consistency.

Tandem fluorescent dyes are dual-conjugated fluorescent molecules. When the two labels are in close proximity, energy
produced by the laser exciting the donor fluor is transferred to the acceptor fluor, releasing a photon at the emission wavelength
of the acceptor fluor (also known as fluorescence resonance energy transfer, or FRET). For example, PECy5 will excite at the
excitation wavelength for PE (565 nm), transfer energy to Cy5, and emit at the emission wavelength for Cy5 (670 nm).
Fluorescently Labeled Antibodies ‘

Most commercially available antibody reagents are monoclonal, but polyclonal reagents may be available, and desirable, for
some applications. The quality and specificity of an antibody can vary widely. Antibodies directed at a given antigen may differ
in their binding specificity for different antigenic epitopes or in the strength of binding to the same epitope. If possible, use
directly conjugated fluorochrome-antibody combinations that are IVD or ASR grade. Optimization of antibody concentration
for the desired cell population is protocol specific but is generally accomplished by using increasing concentrations of antibody
with a fixed number of cells to bracket the optimal brightness between autofluorescence and quenching. Quenching is caused
by the prozone phenomenon, which occurs when excess antibody leads to immunoprecipitation and loss of fluorescence
intensity. Further details are available in methods manuals such as Current Protocols in Immunology (Coligan et al. 1994).

Cell Surface Antigen Staining

Techniques for surface antigen staining vary with the type of specimen. Whole blood lysis techniques generally require surface
labeling at room temperature in darkness for 15-30 min, followed by RBC lysis and, if desired, fixation. Published techniques
use ammonium chloride (NH,C) lysis of whole blood or marrow specimens followed by washing before antibody labeling for
leukemia immunophenotyping. Mononuclear cell or cultured cell samples that are stained live should be kept at 4° or in an
azide-containing buffer to prevent capping and internalization of the antibodies.

Intracellular Staining

Several standardized procedures also exist for labeling intracellular antigens and cytokines. The operator should consult the
manufacturer’s protocol and standardized reagents for these procedures. Because permeabilizing reagents vary among
procedures and manufacturers, do not mix and match reagents. For cytokine labeling it is often necessary to use an activating
step and a Golgi block to allow a sufficient amount of cytokine to accumulate for detection. If standardized reagents or
procedures are not available from the manufacturer or if analysis of specialized functions is required, many common procedures
and techniques can be found in sources such as Current Protocols in Immunology (Coligan et al., 1994).

Quantitation of Antigens :

Some applications require quantitation of the average number and density of antigen molecules per cell-in order to give a
more complete picture of the immunological behavior of cells (e.g., in studies where extracellular antigens are expressed
differentially in relation to activating stimuli). The intensity of an antibody/fluorochrome labeled cell preparation is compared
to the intensity of a set of microbead fluorescence standards collected at the same PMT voltage settings. The standards are

1 AlexaFluor series (InVitrogen/Molecular Probes) or the Cy series (GE Healthcare).
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calibrated in molecules of soluble fluorescence (MESF) units, from which one can determine effective fluorescence to antibody
(F/P) ratio, the number of antigen molecules per cell, and the density of available sites per cell.

INSTRUMENT SETUP AND OPERATION

Compensation :

Most instrument manufacturers supply software and test reagents (usually fluorescent beads) to set PMTs and compensation
in order to target values found with the most common clinical tests (e.g., lymphocyte phenotyping, CD34 analysis). The
operator should also use a biological control such as preserved blood or mononuclear cells, which are commercially available.
Compensation must be set before acquisition on analog instruments. Digital instruments’ PMTs must be set correctly because
the values for these settings cannot be changed once the list mode file has been generated. When rare events are examined
and/or intracellular dyes (e.g., 7-amino actinomycin D [7-AAD], propidium iodide [P1], Syto-16, etc.) are used in conjunction
with fluorescently labeled antibodies, the balance of PMT voltage and spectral overlap must be closely monitored.

Autofluorescence (AF) is fluorescence above baseline in the absence of fluorochrome staining. This occurs in some cells,
typically myeloid cells (especially alveolar macrophages) and cultured primary cells. If desired or necessary, AF can be measured
directly on a fixed PMT voltage or can be calculated from a reference standard of fluorescent reference bead preparations (see
Quantitation of Antigens, above). Avoid use of the 488 or 532 nm excitation wavelength and subsequent spectral compensation
of the AF as an additional fluorochrome.

Data Acquisition and Gating Strategies

When possible, all events should be acquired in list mode, i.e., without selective gating of events. Live gating, defined as
selective gating of events during acquisition, should be employed only when the desired subset is sufficiently rare that >2 million
total events must be analyzed in order to count a significant (100 or greater) number of events of the desired population. List
mode data can be acquired uncompensated when digital instrumentation is used, but most operators find that analysis is much
less difficult and time-consuming if the data are in the range of proper compensation before acquisition. In addition, it is often

- desirable to set thresholds for exclusion of debris. Setting a forward scatter threshold, for instance, excludes events below a
predetermined size in order to prevent the large list mode file size that can occur when these events are counted.
Use of Controls ‘

Fluorochrome-conjugated bead preparations are used for standardizing PMTs and compensation and for quantifying the
expression of specific markers. The use of biologic controls is also highly recommended. Stain the cell samples with an isotype
control and primary and secondary antibodies to assess nonspecific binding unless the laboratory has ascertained by rigorous
validation procedures that nonspecific binding does not interfere with assay results.

Antigen-positive and -negative cell populations (prepared and stained in a manner identical to that for the test articles)

provide internal system suitability standards. Such control cell populations also allow the laboratory to assess lot-to-lot variations -

in antibody preparations and staining reagents.
Use of Dyes and Gating for Cell Viability
Cell viability dyes such as 7-AAD, PI, and TO-PRO iodide are commonly used to determine the proportion of dead celis in a

cell therapy product. These dyes are typically excluded from live cells but pass through the cell membranes of dead cells, staining
their DNA. Cell viability staining can be combined with surface membrane or intracellular staining to evaluate subpopulations
and the proportion of live and dead cells stained with a given marker. Viability staining can also be used in conjunction with a
membrane dye in flow cytometry-based cytotoxicity assays. These viability dyes should not be confused with the many
apoptosis-detection reagents now available. Validation techniques for non-IVD viability dyes involve the preparation of a dead
cell population that is added in serial dilution to a live cell product, and the cell mixture is then assessed for fidelity to the known
proportion by staining with the dye of interest.

Cell Enumeration
Absolute cell count, expressed as the number of cells in a given sample volume, can be determined by dual- and

single-platform methods. The dual-platform method relies on a separate automated cell-counting instrument or manual
counting method to first enumerate the cell population. The percentage of a subset(s) of interest is then determined by flow
cytometry, that percentage is multiplied by the cell count, and the result is divided by 100. Single-platform methods enumerate
the cell population and subset counts directly by counting the cells in the sample simultaneously while counting reference beads
that have been added to that sample volume in a known concentration. Reference beads are often provided as a bead suspension
that is added to the specimen. Alternatively, a given volume of sample may be added to a known number of reference beads
provided as a solid phase matrix in polystyrene tubes. These approaches are subject to pipetting error, so extra care must be
taken to ensure accuracy and reproducibility. ‘

Instrument Setup and Quality Assurance

Each laboratory should have a quality plan that defines the standard operating procedures for instrument setup and
calibration, as well as regular instrument monitoring, maintenance, and cleaning. Instrument logs should document these
activities and ogerators. In general, the instrument manufacturer’s quality program should be followed unless a suitable
alternative has been established.

Instrument parameters such as laser current, voltage, output, and PMT voltages during calibration should be monitored and
recorded whenever the instrument is in use. Careful monitoring of instrument setup parameters can be helpful in detecting
trends and predicting laser or PMT failure. Biological control testing results should also be monitored and recorded to detect
and prevent analytical method drift. .

The laboratory should also participate in a proficiency-testing program that reflects the test menu. Depending on need, this
could range from a formal program such as the one administered by the College of American Pathologists (CAP) to simple
sharing of specimens and analysis with another laboratory. Ensuring that operators are trained, qualified, and periodically
evaluated for proficiency to perform specific procedures will also help ensure the consistency of techniques and controls.
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DATA MANAGEMENT AND STATISTICAL CONSIDERATIONS

Data Management and Storage

Quality control assays and sample test assays (in list mode) should be stored in a manner that complies with regulatory
requirements applicable to the laboratory. This can be accomplished by transfer to fixed drives, removable media, or to a server
such as a commercial laboratory information system. Storage of results should always be traceable to the original FCS list mode
file, instrument settings, and quality control parameters for that particular specimen. Data should be backed up to avoid loss
of files. Storage and backup procedures shou& also be established for manual (paper) records that may be used for calculations
and summary data. ' :
Data Analysis and Statistical Considerations

For most flow cytometry applications, data analysis involves displaying the data from list mode files or live gating in a plot
(single-parameter histogram plot, two-parameter dot plot with regions, or three-dimensional plot), and measuring the
distribution of events within that plot. Further analysis of data within selected populations can be done by gating on specific
cell populations. Description of the data typically includes the percentage of events within the population with a given
characteristic (forward scatter, side scatter, fluorescent marker). The numerator is the number of events with the characteristic,
and the denominator is either the number of total events counted or the number of gated events counted. For two-dimensional
plots, analysis is typically done using computer software that analyzes and reports regional (e.g., quadrant) statistics. Because
cell population clusters may shift their positions from one data file to the next, software has been developed for cluster analysis.

Statistical analysis of quantitative flow cytometry applications differs from qualitative applications in which a cell is considered
either positive or negative for a given marker. For a typical quantitative application in which the number of molecules on the
cell surface is estimated, the mean or median fluorescence intensity of the sample cells labeled with a fluorescent antibody
bound to the molecule of interest can be compared to appropriate controls, including standard curves of cells or particles with
known quantities of that molecule/antibody.

A common practical consideration for flow cytometric analysis of cell therapy products, especially autologous and related
donor allogeneic products, is that sample size for analytical testing is often limited because of the limited cell content of the
therapeutic product itself. This creates special challenges if cells containing the flow marker of interest are rare events. In these
cases, before making a decision about sample size, the user must consider the expectations for detecting the rare events within a
given number of total cells (i.e., prevalence, variability, sampling error) in relationship to the desired precision of the estimate.

Quality and Standardization

Standardization of flow cytometry practices and equipment requires validation, quality assurance (QA), and quality control
(QC) practices. Although flow cytometry is used widely in both research and clinical laboratories, testing of cells for the
development of clinical diagnostic and therapeutic applications is increasing, leading to more comprehensive regulatory
requirements and attention to standardization. As an example, flow cytometry operators have traditionally used fluorescent
microspheres (beads) or cells for instrument setup and QC, frequently based upon manufacturers’ recommendations. However,
consistent instructions about how these control standards should be applied to instrument setup and QC remain elusive.

Properly applied, validation provides documented evidence that the manufacturing or testing process consistently produces
product that meets predetermined specifications. Based on a thorough understanding of critical process parameters, validation
helps to define product quality and helps to ensure a consistent and well-controlled manufacturing or testing process. Validation
of flow cytometric methods should incorporate instrument qualification, analytical method validation, and operator

qualification.
DOCUMENTATION

GLP and GMP processes require appropriate documentation such as standard operating procedures (SOPs) for all lab
processes. SOPs must also be periodically updated and approved to reflect current practices. Training and qualification are
required so that laboratory staff have the appropriate level of competence for their assigned responsibility. Operator
competencies must be continually reviewed and assessed in relationship to SOPs and policies.

Integrating both internal and external quality processes is an important element of quality assurance. These involve
equipment validation, manufacturing controls and limits, and product specifications. Process and equipment validation
processes generally require installation qualification (1Q), operational qualification (OQ), and performance qualification (PQ).

EQUIPMENT AND ASSAY QUALIFICATION

1Q establishes that the instrument is received as designed and specified, and that it is properly installed in a suitable
environment. This generally means checking physical and facility requirements to determine whether the flow cytometer can
be suitably installed. Qualification factors verified typically include temperature, humidity, space, and electrical facility
capabilities in relationship to the instrument manufacturer’s requirements. |Q procedures also ensure that all hardware and
software components purchased are installed properly by the instrument manufacturer’s representative. )

OQ demonstrates that an instrument will function according to the manufacturer’s specifications. This generally means
component-level testing by the instrument manufacturer’s representative or using a manufacturer’s validation package that
guides the end user to perform this function. Where possible, these tests should have specifications with corresponding

uantitative control limits. This testing ensures that the instrument hardware and software are operational by comparison with
the manufacturer’s specifications. ‘

PQ demonstrates that both the instrument and the assay consistently perform according to specifications. For flow cytometry,
these specifications are generally determined by the laboratory performing the flow cytometric testing and usually include daily
instrument and assay control test specifications. For specific assays, PQ should incorporate standardized methodology,
application-specific setup and compensation, and specifications for linearity, precision, and accuracy of reported assay results.
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On some digital flow cytometers, a baseline instrument setup may be necessary in order to determine the optimal instrument
settings for a given assay.

INSTRUMENT PERFORMANCE

Performance specifications may be identified by the flow cytometer manufacturer and may not address all of the operator’s
specification requirements. After identifying the manufacturer’s specifications, the laboratory must establish specifications that
are appropriate for the hardware configuration(s) that will be used, and the specifications must be standardized. As an example,
the manufacturer may have a base specification for a four-color dual-laser flow cytometer. If the base specification calls for the
standard red diode 635-nm laser but a helium-neon air-cooled 633-nm laser is substituted, the base specifications are no longer
valid for the system. Similarly, if the specifications are based on the use of a 660-nm band-pass filter but a 675-nm long-pass
filter is substituted, the base specifications are not valid because of differences in the emission filter characteristics.

PERFORMANCE MONITORING

Instrument performance can be monitored on a daily basis, using commercially available fluorescent beads. Light detectors
such as PMTs, photodiodes (PD), and avalanche photodiodes (APDs) are used in most systems to detect signals, and their gains
can be changed to increase or decrease the sensitivity of the detectors. Therefore, monitoring the settings of these detectors is
as important as monitoring the signals, and these settings should be associated with each raw data file. The easiest approach
is to maintain the same instrument detector settings from day to day and to measure the intensity of the fluorescence signals.
This approach should be implemented for all parameters that must be validated using the appropriate beads. Instrument
sensitivity is based on the ability of the detection system to resolve dim cell or bead populations. For this reason, measuring the
coefficient of variation (CV) of dim to moderately intense fluorescent bead populations is a means to monitor fluorescence
sensitivity on a daily basis. The instrument manufacturer’s recommendations should be used to monitor performance.

Ambient high temperature can affect laser and PMT performance and should also be monitored on a daily basis.

Incorrect compensation for spectral overlap can strongly affect data during multicolor analysis. Many approaches have been
established for this purpose, and recently mathematical algorithms have been used rather than analog circuitry. Algorithms,
such as those that use matrix algebra, enable the operator or investigators to apply objective criteria to compensate for spectral
overlap after all data have been collected. On older systems, the standard approach has been to compensate using a subtractive
hardware adjustment to the observed preliminary data before all data have been collected. This approach can be subjective
and is not as likely to produce accurate results as compensation by newer methods. Antibody-bound capture beads are valuable
compensation tools because they can be used with the same antibody and tandem dyes for all fluorophores that will be used
on cells. Validate the use of beads in place of cells for compensation purposes.

STANDARDS

Microsphere-based fluorescence standards for flow cytometry have been categorized by their purpose:

e Type | standards are alignment standards that are used to make adjustments to the instrument’s optical alignment. These
are typically used by field service engineers and by users of operator-adjusted systems to check the optical signal alignment
in order to improve instrument sensitivity. These particles are typically small (~ 2 pm) and bright, and they provide the
most uniform illumination. :

¢ Type Il standards are reference beads and are the most commonly used bead standards. These typically are used on a daily
basis, have dim to moderate fluorescence intensity, and can be obtained with various attached fluorophores. These can
be used to mimic cells and, with dedicated software, to determine relative instrument sensitivity.

¢ Type Ill standards are used for fluorescence calibration. These are used for specialized applications that require calibration
of one or more fluorescence detectors for quantitation of molecules of fluorochrome. Determination of the ratio of
fluorophores to antibody (F/P ratio) allows subsequent calculation of the number of antibodies bound per cell.

INSTRUMENT SETUP AND QUALITY ASSURANCE

i

Instrument setup and quality assurance should be activities independent of the biological assay. Many variables related to
instrumentation can lead to artifacts in the biological assay results. Two activities can be used for instrument quality assurance:

baseline setup and daily setup.

Baseline Setup
On newer digital instruments it is desirable to establish a baseline setup of instrument settings that provide optimal sensitivity.

This setup is not a daily procedure but should be performed if the instrument configuration is changed or if the instrument is
serviced. Because PMT voltages and instrument configuration can strongly affect instrument sensitivity, this method should be
used to provide objectivity as well as improved sensitivity. PMT voltages can be increased to a range that provides a lower CV
(Figure 8). These settings can be, but may not always be, used for the biological assay. :
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Figure 8. PMT voltages can be increased to a range that provides a lower CV.

Daily Setup

Type Il standards, as reference particles, can be used to monitor signal intensity, separation of moderately bright and dim
particles, and signal resolution. Fluorophore-matched beads provide a compensation tool as well as a means of knowing that
the instrument is able to detect those wavelengths. Fluorophore-matched beads, however, do not have the fluorescence
uniformity required for measuring CVs. Based on the optical performance of the instrument, CVs are best measured using dim
and moderately bright hard-dyed beads such as coumarin-dyed microparticles that fluoresce in a broad spectral range.

It is easy to confuse assay controls and instrument controls. Beads provide a fluorescence uniformity and consistency that
cannot be obtained with cells, and, accordingly, beads are useful for monitoring instrument performance. For this reason, it is
better to use a process control cell preparation to verify compensation and fluorophore acceptability.

Instrument settings for daily setup are generally the same settings used for assays. Not all assays can be used with the same
gmstrurgent settings, and it is not always necessary to perform these activities for every instrument setting unless it is required

y validation.

Daily activities include consistent instrument setting from day to day, use of a broad range of dim to moderate intensity
beads, and monitoring key parameters, including bead fluorescence intensity (absolute and % CV), PMT values, temperature,
laser power, and laser wavelength.

ASSAY QUALITY CONTROL AND QUALITY ASSURANCE

Assay-specific instrument settings should be established to demonstrate that all cell populations can be identified in bivariate
plots for fluorescence and light scatter. Most importantly, positive populations must be on scale and properly compensated.
This is critical when exciting cells with red lasers, which do not cause cells to generate significant autofluorescence. For this
reason, it is important to verify appropriate PMT settings so that the positive population is in the upper part of its fluorescence
scale, because it may be extremely difficult to identify the negative cells.

Fluorescence compensation is a critical adjustment. Digital instruments provide objective offline adjustments during analysis,
and detailed instructions for proper compensation settings are available. Using cells or capture beads stained with a single
antibody-fluorochrome is generally the best approach, but specialized fluorochrome-labeled bead mixtures can also work well
to compensate for multicolor acquisition and analysis.

ISOTYPE CONTROLS

An isotype control is a negative-control antibody that should not react with the antigen of interest and is the same isotype
as the test antibody. Myeloma protein or immunoglobulin that has no specificity to the species being tested and has the same
Ig chain class and subclass as the test antibody is conjugated to a fluorochrome identical to that on the test antibody. Ideally,
very little or no binding occurs when the isotype control is used in parallel with the test. Idiotypic nonspecific binding frequently
occurs, however, and is independent of the isotype of the antibody. This is most likely related to other differences in antibody
chemistry and can be especially problematic with rare-event detection assays, such as those for hematopoietic stem cell assays
in peripheral blood.

FLUORESCENCE MINUS ONE CONTROLS

Fluorescence minus one (FMQ) controls are used to control nonspecific staining during a multicolor assay. After
compensation has been set, a tube containing all of the fluorochrome-labeled antibodies, except one, is run. If the compensation
has been properly set, any positive fluorescence in the parameter corresponding to the missing fluorochrome-labeled antibody
is caused by nonspecific staining and can be an indication of antibody excess or degradation of related tandem dyes. Although
FMO contrals are very useful for estimating the sensitivity of a particular detector in the context of other reagents, the controls
do not take into account nonspecific binding that can occur with the addition of the test antibody. FMO control tubes are most
appropriately used for troubleshooting or when establishing a new multicolor reagent cocktail.
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PROCESS CONTROLS

Process controls, also known as system suitability standards, account for sample preparation and data acquisition. They can
include commercially available preserved control cells, cell lines, or primary cells such as normal peripheral blood. Process
controls can also be used to test new lots of antibody reagent against old lots.

BIOLOGICAL CONTROLS

When treated or stimulated cells are compared to untreated or unstimulated cells, the untreated or unstimulated cells may
in some cases be the most useful control for setting a positive/negative boundary. However, use of isotype controls may also
apply to these situations, because stimulation may lead to Fc receptor upregulation, leading in turn to increased background
staining, the presence of which can be elucidated by an isotype control. :

FLOW CYTOMETRY APPLICATIONS FOR CELLULAR SAMPLES AND CELL THERAPY PRODUCTS

A wide variety of flow cytometry applications have been developed for research, clinical diagnosis and monitoring, drug
development, and cellular product characterization and quality assessment (i.e., control to allow batch release). Traditional
clinical applications include monitoring HIV disease and diagnosis and monitoring feukemia and lymphoma. Both
pharmaceutical and academic research laboratories have increasingly broadened the application of flow cytometry from
immunophenotyping to functional cellular assays, as well as microsphere-based multiplex assays capable of measuring multiple
functional parameters on individual cells. Current functional assays include those that allow direct study of cellular activation
status by measuring intracellular cytokine production or secretion of chemokines or cytokines, using a ligand-binding sandwich

assay on microspheres.
Immunophenotyping

Flow cytometry allows the characterization of leukocyte subtypes by labeling cells with fluorochrome-conjugated monoclonal
antibodies. The CD system defines monoclonal antibodies that recognize unique cell-surface antigens. Many clinical applications
take advantage of flow cytometry’s unique capabilities to measure multiple CD antigens on thousands of individual cells.

CD4 ENUMERATION

In the early 1980s, investigators discovered that HIV infects CD4 T cells and that a patient’s peripheral blood CD4 T cell count
is a useful indicator of immune status. CD4 enumeration has become the most commonly used diagnostic test in HIV-infected
patients to determine the need for anti-retroviral (ARV) therapy and for monitoring the effectiveness of ARV drugs. T cell subset
counts are typically expressed in terms of cells per microliter and as a percentage of lymphocytes, using a standardized reagent,
software, and instrument system.

LEUKEMIA AND LYMPHOMA

Multidimensional flow cytometric analysis enables identification of aberrant cell populations in bone marrow, lymphatic
tissue, and peripheral blood of patients with leukemia or lymphoma. This is accomplished with oncology-relevant and
lineage-specific cocktails of monoclonal antibodies. With optimal fluorophores and improved optical/electronic configurations
in flow cytometry instrumentation, additional cell markers can be detected to more precisely identify leukemia or lymphoma
cell phenotypes and to improve the physician’s assessment of patient status. Rare-event detection methods have improved the

ability to detect minimal residual disease.
DENDRITIC CELLS

Dendritic cells (DCs) act as antigen-presenting cells that can influence the nature and strength of the immune response to
* specific antigens. This finding has led to the development of DCs as cell-based therapies for cancer, infectious disease, and

autoimmune disease. DCs are morphologically and phenotypically diverse and can be derived from several cell types. Two major
DC lineages, known as myeloid and plasmacytoid DCs, can be segregated on the basis of their expression of CD11c and CD123,
respectively. Additionally, the expression of the costimulatory molecules CD80 and CD86 can be monitored to determine DC

maturation state.
STEM AND PROGENITOR CELLS

CD34 expression is commonly used to characterize hematopoietic stem cells (HSCs) in peripheral blood, cord blood, bone
marrow, and purified HSC preparations from these sources. Flow cytometric identification and enumeration of HSCs is possible
by using monoclonal antibodies specific to the CD34 class lll epitope, along with other well-characterized reagents, analysis
software, and protocols. The reagent combination of anti-CD45, anti-CD34, and a viability dye such as 7-AAD is widely used
for clinical applications. Increasing interest in developing cell-based therapies from embryonic, fetal, and adult tissue sources
has led to the use of a wide variety of conventional and novel phenotypic markers for characterization of source cells and their
more differentiated progeny. Flow cytometric assays are being developed as part of assay batteries to assess differentiated
cellular products derived from pluripotent stem cell sources. These assays will help define appropriate numbers and types of
desired cell populations, as well as help detect undesired cells such as residual pluripotent cells that could prove tumorigenic

in the recipient.
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LEUKOCYTES

Leukoreduction of blood products is a process used to produce blood products with a residual leukocyte content of less than
5 x 10° per unit. Clinical data suggest that nonhemolytic febrile transfusion reactions can be prevented by leukodepletion.
Leukodepletion also prevents alloimmunization to HLA antigens in patients who will repeatedly require transfusion of blood
products. Flow cytometry is routinely used to quantitate leukocyte contamination in leukocyte-depleted blood products.

PLATELETS

Flow cytometry is a rapid and useful method for diagnosing many primary thrombocytopathies related to defects in structural
or functional glycoproteins (e.g., abnormal expression of gplib/illa in Glanzmann thrombasthenia or gplb in Bernard-Soulier
disease). The use of thiazole orange, a fluorescent dye that binds RNA, allows immature platelets (reticulated platelets) to be
quantified. The reticulated platelet count can be used to determine the rate of thrombopoiesis. This measurement can separate
unexplained thrombocytopenias into those with increased destruction and those with defects in platelet production.

ERYTHROCYTES

Rhesus D-negative women receive prophylactic Rh-immunoglobulin to prevent alloimmunization from Rh(D)* erythrocytes
(RBCs). If fetomaternal hemorrhage is suspected, the mother’s blood is tested for the presence and quantity of fetal RBCs, using
fluorescently labeled antibodies to the Rh(D) antigen or to hemoglobin F.

The reticulocyte count is used to help determine whether the bone marrow is responding adequately to the body’s need for
RBCs and to help classify different types of anemia. Reticulocyte counts are based on the identification of residual ribosomes
and RNA in immature nonnucleated RBCs. Flow cytometric enumeration of reticulocytes and their discrimination from mature
RBCs uses fluorescent dyes that bind the residual RNA (e.g., thiazole orange).

Bead-Based Immunoassays

Multiplex microsphere-based flow cytometric assays combine a series of particles of discrete size and/or fluorescence intensity
with matched antibody pairs to allow simultaneous detection of multiple soluble analytes on a flow cytometer, The flow
cytometer’s capacity to discriminate particles on the basis of size and color enables determination of multiple results from a
singée tube or well. Many investigators use such assays to measure secreted chemokines or cytokines, kinases, and anti-HLA
antibodies.

Proliferation Assays

‘DYE INCORPORATION INTO DNA

Bromodeoxyuridine (BrdU) is a thymidine analog that can be incorporated into the DNA of cells during S phase, and then
can be detected using specific, labeled monoclonal antibodies. By puising a stimulated cell culture with BrdU, cells can be
identified that have proliferated (passed through S phase) during the time of the pulse. This assay has become a useful
alternative to 3H-thymidine incorporation as a measure of proliferation because it is nonradioactive and can identify phenotypes
of proliferating cells by the use of multiple markers and flow cytometry.

DYE INCORPORATION INTO CELLULAR PROTEINS OR CELL MEMBRANE

Cell-tracking dyes such as carboxyfluorescein succinimidy! ester (CFSE) and PKH26 have proven useful in the assessment of
cell proliferation. CFSE binds covalently to cytosol and membrane proteins, and PKH26 binds non-covalently to cell membranes.
When cells divide, CFSE/PKH26 labeling is partitioned equally between the daughter cells, which are therefore half as fluorescent
as the parents. The fluorescence of each cell is further halved with each succeeding generation. This property makes CFSE/
PKH26 assays useful not only for determining the fraction of cells that have proliferated in a stimulated culture but also, under
ideal conditions, the number of generations that have elapsed. In this manner, the precursor frequencies of small populations
that have proliferated over several days in culture can be calculated.

Functional Assays

INTRACELLULAR CYTOKINE EXPRESSION

Cell surface and intracellular labeling techniques have been applied to the identification of cell subsets with specific functional
characteristics. For example, brief stimulation of cells such as PBMC with protein or peptide antigens can result in the expression
of activation markers and cytokines that can then be measured along with other phenotypic markers on the surface of the
responding cells. The use of a secretion inhibitor such as brefeldin A or monensin allows the intracellular accumulation of
cytokines. The cells are then fixed, permeabilized, and detected by a flow cytometric method. Such assays are useful for
monitoring T cell subpopulations that respond to vaccines, infectious disease agents; or cancer. Functional properties of other
cell types, including monocytes, DCs, and NK cells, can also be monitored using functional assays with appropriate stimuli.

www.webofpharma.com



USP 43 General Information / {1027) 7295

KINASES

Phosphorylation-specific cell activation intermediates can be identified using phospho-specific antibodies and flow
cytometry. These reagents are useful for mapping intracellular signaling mechanisms, often in the context of other cell-surface
phenotypic markers. Thus, multicolor flow cytometry can provide single-cell assessment of intracellular activation states in
complex cell populations. These assays may have utility in detecting altered signaling states in cancer cells or in directing
appropriate therapies based on the signaling properties of a patient’s tumor cells.

APOPTOSIS

Apoptosis, commonly described as programmed cell death, is the process of cell death caused by regulated, physiologic
processes. The apoptotic process manifests itself as a series of morphological, biochemical, and molecular changes to the cell
and can be initiated by external or internal stimuli. A central event during apoptosis is the activation of caspases, a family of
proteolytic enzymes. Caspases are synthesized as inactive proenzymes and are activated by other caspases or by similar
molecules. They form a cascade that can lead to the cleavage of various cytoplasmic or nuclear proteins. One of the caspases
that is reported to be crucial for the apoptotic process is caspase-3, which is activated during the early stages of apoptosis.

Flow cytometric methods for detecting apoptotic cells include measuring morphology, changes in'membrane structure,
DNA cleavage by endonucleases, and mitochondrial membrane potential. Natural or artificial caspase substrates or antibodies
against the activated form of the enzyme have also been used for this purpose.

CELL VIABILITY

Flow cytometry is often used to discriminate live cells from dead cells. The principle of nucleic acid dye exclusion is the basis
of this application. A nucleic acid dye such as Pl or 7-AAD is added to cells in suspension. During flow cytometric analysis, cells
that fluoresce above background are considered nonviable because they cannot exclude the dye, which fluoresces when it binds

to cellular DNA.

Flow Cytometry Immunoglobulin Assays

FLOW CYTOMETRY CROSS-MATCHING

Before organ transplantation, flow cytometry cross-matching (FCXM) is performed on recipients to screen for anti-HLA
antibodies that can cause rejection. Anti-HLA antibodies are detected by incubating HLA-defined leukocytes, B-cell lines, or HLA
antigen-coated beads with the serum sample, followed by anti-human immunoglobulin fluorescently labeled antibodies.
Leukocytes are immunostained to identify T and B cells in order to distinguish between anti-HLA class | and H activity,
respectively. In addition, screening of blood donations for anti-HLA antibodies is also increasingly employed to identify donors
whose blood products may have increased risk of causing transfusion-related acute lung injury (TRALI) in recipients.

ANTI-HUMAN NEUTROPHIL ANTIBODIES

Anti-human neutrophil antibodies (HNA) can cause neutropenia and have been implicated in TRALI. Autoimmune
neutropenias may develop in patients who have autoimmune disorders such as Felty syndrome, systemic lupus erythematosus,
and Hashimoto thyroiditis. The absence of anti-HNA antibodies narrows the differential diagnosis to nonimmune causes such
as bone marrow failure, myelodysplasia, or marrow-infiltrative processes. Flow cytometry can detect anti-neutrophil antibodies
and can confirm the origin of neutropenia or TRALI.

ANTI-HUMAN PLATELET ANTIBODIES

Anti-human platelet antibodies (HPA) are detected by both indirect and direct flow cytometry-based platelet-associated
immunoglobulin assays. In autoimmune thrombocytopenic purpura, free serum antibodies are not found as frequently as are
platelet-bound antibodies. In cases of alloantibody formation, serum antibodies may be detected without evidence of

platelet-associated antibodies.
FLOW CYTOMETRY ASSAY TROUBLESHOOTING

When developing a flow cytometry method, first determine the ultimate purpose of the assay. For assays intended for
research, the cell samples, reagents, and protocols may be difficult to standardize. Assays intended for patient diagnosis or to
qualify a cellular product for refease before administration to a patient demand more stringent assay and sample standardization,
Regulatory guidelines, the type and stage of clinical investigation, and the ultimate purpose of the assay determine the level of
assay rigor required.

Flow cytometry assay development should include the establishment and qualification of staining, handling, instrument, and
analysis parameters and limits. Assuming that the method has been well developed, the operators are properly trained, the
instrument has been properly set up, appropriate assay and instrument controls have been applied, and, if necessary, the
instrument and method validations have been performed, operators may encounter and address instances when
troubleshooting is necessary. ' ‘

The most common flow cytometry challenges are high fluorescence or side scatter background, abnormal event rates, high
fluorescence intensity, and low fluorescence signal. Approaches to alleviating these issues are described below.
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High Particulate Background

Excessive cell handling (e.g., vortexing), improper fixation, and bacterial contamination of the cells can all increase the
particulate background. In addition, if the instrument’s forward threshold is set too low, cell debris will be detected as events.
Gentle cell handling, fresh reagents, and appropriate instrument settings help ensure consistent side scatter profiles.

High Fluorescence Background

High fluorescence intensity can be attributed to excessive antibody concentration, inadequate cell washing, or inadequate
Fc receptor blocking. In addition, improperly high instrument PMT gain can also result in a high background. Consistent
antibody concentration and cell density, adequate washing and blocking, and appropriate instrument settings will help avoid
abnormally high fluorescence background.

High Event Rate

Abnormally high event rates are often attributed to high cell densities during antibody staining or in the final cell sample.
Inadequate mixing and settling of the cell sample can result in high cell event rates, as can improper or inconsistent gating.

Low Event Rate -

Cell clumping, low final sample cell densities, blockages in the instrument fluidics, or improper gating can often result in
abnormally low event detection. Proper cleaning, maintenance, and setup of the instrument, as well as consistent staining
protocols, can help achieve consistent results with sufficient sensitivity.

High Fluorescence Intensity

As in the case for high fluorescence background, high mean celi fluorescence can result from too much labeled antibody,
inadequate or inconsistent cell washing, or inadequate blocking. Including detergent in the wash buffer, especially during
intracellular staining, can help prevent nonspecific antibody binding.

Weak Fluorescence Intensity

Many factors can result in weak fluorescence intensity. Instrument parameters such as poor laser alignment, improper
compensation, improper setup, inconsistent gain settings, and weak laser output can all negatively affect fluorescence intensity.
in addition, cell physiology or reagent preparation issues, such as insufficient antibody concentration, labile or secreted target
antigen, poor-quality or improperly stored reagents (resulting in fluorochrome fading), or inaccessible target antigen, can all .
result in a weak signal. Adequate assay development, proper instrument maintenance, and adherence to qualified protocols
can all improve the fluorescence signal intensity.

Flow cytometry enables investigators to analyze cells for many different applications. Types of immunophenotypic and
functional assays are increasing in number and in scope. The presence of proteins and cellular processes and detection of rare
or abnormal cell populations can be studied. The reader is referred to the technical literature for application and method details.
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(1029) GOOD DOCUMENTATION GUIDELINES

INTRODUCTION

Purpose

Documentation can be viewed as the foundation of all quality systems because clear, complete, accurate records are essential
to all operations and procedures. This general chapter provides guidelines on good documentation practices for the Good
Manufacturing Practice (GMP)-regulated industries, to be used in the production and control of pharmaceutical products, active
pharmaceutical ingredients (APIs), excipients, dietary supplements, food ingredients, and medical devices. This chapter
describes the underlying principles of proper documentation for GMP operations to assist the user while working with GMP
activities. These guidelines should be helpful for building the basic foundation of a quality system that will ensure proper
documentation as well as record integrity and control.
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Scope

This chapter covers different levels and types of documentation, including paper and electronic records that consist of raw
data, reports, protocols, and procedures related to manufacturing controls and analytical data. The chapter also includes
recommendations on information that should be recorded for various types of GMP documents. Electronic systems should be

developed to meet guidelines described in this chapter.
This chapter does not provide information about all applicable current legal requirements, nor does it affect any applicable

current requirements under GMP regulations.
PRINCIPLES OF GOOD DOCUMENTATION

All steps related to the manufacturing, testing, packing, or holding of pharmaceutical products, APls, excipients, dietary
supplements, food ingredients, and medical devices should be documented. '
Good documentation principles for manual or electronic records include the following, as applicable:
e Records should be clear, concise, accurate, and legible.
Data entries should be recorded promptly when actions are performed.
Backdating and postdating are not allowed.
All corrections to the original entries should be initialed and dated (or captured within an electronic audit trail), with an
explanation included in cases where the reason for the change is not obvious.
Data entries should be traceable to the person who made the entry.
Uncommon abbreviations and acronyms should be defined.
Controls should be in place to protect the integrity of the records.
In the event that ink may have faded over time (e.g., thermal paper), a copy can be used with verification of its accuracy;
the copy should be initialed and dated. :
Notebooks, data sheets, and worksheets should be traceable.
An adequate documentation system is needed to ensure data integrity and availability of current and archived records.
Records should be retained per regulatory requirements and be readable during the retention period.
Qll pages should be paginated. Attachments (supporting documents) should be paginated with a reference to the parent
ocument.

DATA COLLECTION AND RECORDING

Formats for data collection and recording include, but are not limited to, the following:

¢ Paper forms, data sheets, and worksheets

* Notebooks and logbooks

e Instrument printouts .

e Electronic data obtained with a system such as an electronic data system, laboratory information management system

(LIMS), or electronic laboratory notebook (ELN)

All data should be permanently recorded directly and legibly when the activity is performed. If it is paper record, then it
should be recorded in indelible ink. All data entries should be traceable to who made the entry and when. Additionally, electronic
records must meet the requirements of the Code of Federal Regulations Title 21 (21 CFR), Part 11.

Any change to an entry should be made in a way that does not obscure the original entry, with an explanation in cases where
the reason for the change is not obvious. Changes should be traceable to who made the change and when the change was
made. For clarity, predefined correction codes may be used, for example, WD = wrong date.

Notebook pages and worksheets should be used consecutively, and information should be recorded chronologically. GMP
records such as batch records, test methods, and specifications should be given unique identifiers and use version control for
the documents. :

All data entry fields should be completed. A single line and/or “N/A" should be drawn through portion(s) of a page that are
not used. If the record is in an electronic system and the system provides traceability of who filled each field and when, the field
can be left blank.

~ Decimals less than one should be preceded by a zero. Rounding rules and guidelines on significant figures are described in
General Notices, 7.20 Rounding Rules.

All dates should be expressed in a format that clearly indicates the day, month, and year.

All GMP records for data collection should undergo appropriate review and signature by a second person to confirm the
accuracy, compliance, and completeness of the entries. Additional signatures may be required on the basis of local Standard
Operating Procedures (SOPs) for different levels of review (e.g., performed by, verified by, checked by, reviewed by, approved

by) as accountability steps.
An official record of signature and initials should exist for each employee or can be contained within the document. Controls

should be in place for assigning signature approval requirements and delegation of signature authority, when needed. -
In the event that verified copies of raw data have been prepared, the verified copy may be substituted for the original source

as raw data.
All multiple-page data sheets or instrument printouts in paper form should be signed/initialed on the first or last page with a

note indicating the total number of pages. The first page and all subsequent pages should be uniquely identified to the activity
being performed, such as the notebook reference, study number, or worksheet reference.
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DIFFERENT TYPES OF GMP DOCUMENTS

The following or similar documents should include the following information, but are not limited to these items.
Laboratory Records

; ”Labpratory records should be organized to ensure that the records are concise, clear, legible, and accurate, and detail the
ollowing:
¢ Description of materials, such as reagents. This information typically includes the material name, manufacturer and lot
number, titer or concentration, expiration date, grade (if known), and a reference to the lab notebook if prepared in the lab
e |dentification of equipment used. This information typically includes equipment name, unique control number, and
calibration expiration date, as applicable .
Procedures used
Measurements
Formulae and calculations
Results and conclusions

Equipment-Related Documentation

All equipment used in manufacturing, testing, packing, or holding of a raw material, component, API, finished product, or
other similar item should be maintained and qualified for its intended use. The documentation related to equipment includes:

e Policies and procedures for operation and maintenance

e Equipment use

* Maintenance records

¢ Calibration or qualification records

e Instrument labeling

Deviations and Investigations

All aberrations, anomalies, and exceptions related to manufacturing, testing, packing, or holding of a raw material,
component, AP|, finished product, or other similar item should be documented. Once documented, the deviation should be
evaluated and investigated, as appropriate. Procedures should be in place for documenting, evaluating, and investigating such
events. Documentation of the investigation should include the following:

¢ Description of the event
Root-cause investigation
Evaluation of data trend
Responsibilities of people involved in the investigation or deviations
Impact assessment ‘

Corrective Action and Preventive Action (CAPA) with timelines
Review and approval

Batch Records

A Master Batch Record (MBR) is created as a template for the manufacture of a specific product. An Executed Batch Record,
based on the MBR, is used to document the steps and materials involved in the production of a specific batch of a raw material,
component, AP|, finished product, or other similar item. Typically, the following sections are included in a Batch Record, and
should be approved by an appropriate representative from the manufacturing site or packaging site:

e Header information (e.g., product name, batch number, manufacturing site)

¢ Unit of operation (e.g., blending, coating, filling)

e Manufacturing process

o Target weights (raw materials)
o Conditions (time, temperature)
o Deviations and investigations

* In-process sampling or testing

e Other critical information, as applicable

¢ Sampling plan for release, stability, and retention

* Review and approval
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Certificate of Analysis

The purpose of the Certificate of Analysis (“C of A” or CoA) is to report analytical results for a specific batch of a raw material,
component, AP, finished product, or other similar item. Typically, the following sections are included on a C of A and should

be approved by an appropriate representative from the testing site:
* Vendor, supplier, or manufacturer information (as applicable)
Product information (name and strength) :
Results for the specific batch, with name of test, acceptance criteria, and result for each test
Conformance statement or equivalent
Reference to procedure and specification document
Reference of data source
Approval and date
Expiration date or retest information

Standard Operating Procedures

The purpose of an SOP is to provide directions to trained personnel regarding a given set of activities. SOPs should be clear
and concise. The following sections are typically included in an SOP:
¢ Purpose and scope
Instructions and procedure
Responsibilities and roles
Materials or equipment, as appropriate
Definitions or references, as needed
Review and approval
Revision history

Protocols and Reports

Many tasks and activities are executed on the basis of a predefined, preapproved protocol. The results of these activities are

then documented in a final report with conclusions. Examples of such activities are as follows:
¢ Equipment qualification

Analytical method validation or verification

Manufacturing process validation )

Analytical method or manufacturing technology transfer

Cleaning validation

Stability study or testing

Comparability study

Both the protocol and the report should typically include the following sections:

Purpose ‘

Plan or instructions

Predetermined acceptance criteria

Deviations or investigations, or a reference to (for report only)

Assessment or evaluation (for report only)

Data reference (for report only)

Review and approval

Revision history

Analytical Procedures

. Analytical procedures provide direction to an operator on how to perform a given analytical test. The following sections will
typically be included in the analytical procedure:
¢ Purpose
o Test information
o Product information
e Safety information, if applicable
s Materials and equipment
¢ Procedure, as applicable
o System suitability
o Preparation of solutions and reagents
o Preparation of standards-and samples
o Instrument parameters
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o Calculations and reporting
e Review and approval with approval dates
e Revision history

Training Documentation

Personnel should be trained to perform their assigned tasks. The training should be documented, and the training records
should be retained and kept readily accessible. In general, training documentation should include:

e Training description including name of training, version, and mode (self-training or instructor led)

e Completion date

* Information on the trainer, as applicable

Retention of Documents

An adequate policy for record retention and archiving should be established for the above records. The required length of
time depends on the regulatory requirements or company procedures; however, it should be at least 1 year after the batch
expiration date.

(1030) BIOLOGICAL ASSAY CHAPTERS—OVERVIEW AND GLOSSARY

USP-NF contains four general chapters regarding the development, validation, and analysis of bioassays (biological assays):
Design and Analysis of Biological Assays (111), Design and Development of Biological Assays (1032), Biological Assay Validation
(1033), and Analysis of Biological Assays (1034). This proposed:-new chapter, Biological Assay Chapters—Overview and Glossary
(1030), provides an overview and some material common to chapters (1032), (1033), and {1034}, including a glossary of
bioassay-related terms.

The suite of USP bioassay chapters focuses on relative potency assays. These assays recognize the inherent variability in
biological test systems (whether animals or cells) that may be seen from laboratory to laboratory and from day to day. That
inherent variability compromises the reliability of an absolute measure of potency. In relative potency assays, the biological
activity of a Test material is compared to the activity of a Standard in an assay system wherein the use of a Standard reduces
the influence of the inherent variability of the system on the estimation of relative potency. Relative potency assays also provide
focus on important variability in response because of differences between the Test and Standard materials (if such a difference
exists). The Test is expected to behave as a dilution or concentration of the Standard and should exhibit the property of
similarity. Although they are intended for relative potency bioassays, the principles and practices developed in these chapters
may have wider application—for example, to immunoassays and receptor-ligand-binding assays used to determine relative
potency.

Chapter (1032) provides information for scientists developing a new biological assay. As seen in Table 1, the chapter covers a
range of activities across the life cycle of the assay, with emphasis on development leading to validation, including the choice
of test system and design considerations (e.g., plate layout). It also addresses data analysis strategies that should be considered
during development (before validation) but that are not routinely addressed later. Among these strategies are the choice of
weighting scheme, data transformation, if any, and choice of statistical model. Statistical details in support of these sections

of chapter (1032) are found in chapter (1034).

Table 1. Primary Sections of Design and Development of Biological Assays (1032)

Section Section Title
1 Introduction
11 Purpose and Scope
1.2 Audience
2 Bioassay Fitness for Use
2.1 Process Development
2.2 Process Characterization
2.3 Product Release
2.4 ‘ Process intermediates
2.5 Stability
2.6 Qualification of Reagents
2.7 Product Integrity
3 Bioassay Fundamentals
3.1 In Vivo Bioassays
32 Ex Vivo Bioassays
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Table 1. Primary Sections of Design and Development of Biological Assays (1032) (continued)

Section Section Title
33 In Vitro (Cell-Based) Bioassays
3.4 Standard
4 Statistical Aspects of Bioassay Fundamentals
4.1 Data
4.2 Assumptions
Variance Heterogeneity, Weighting, and
4.3 Transformation
4.4 Normality
4.5 Linearity of Concentration-Response Data
4.6 Common Bioassay Models
4.7 Suitability Testing
4.8 Outliers
4.9 Fixed and Random Effects in Models of Bioassay Response
5 Stages in the Bioassay Development Process
Design: Assay Layout, Blocking, and
5.1 Randomization
5.2 Development
53 Data Analysis during Assay Development
5.4 Bioassay Validation
5.5 Bioassay Maintenance

Chapter (1034) provides information about the data analyses appropriate for common relative potency bioassays, including
parallel-line, slope-ratio, parallel-curve, and quantal models. The chapter also includes analyses supgorting system and sample
suitability assessment and methods for combining results from independent assays (see Table 2). This chapter is the most
statistically advanced of the three chapters but is designed to be suitable for both biologists and statisticians. The conceptual
material requires only a minimal statistical background. Methods sections require a statistical background at the level of
Analytical Data—Interpretation and Treatment (1010) and familiarity with linear regression.

Table 2. Primary Sections of Analysis of Biological Assays (1034)

Section ) Section Title
1 Introduction
2 Overview of Analysis of Bioassay Data
3 Analysis Models
3.1 Quantitative and Qualitative Assay Responses
3.2 Overview of Models for Quantitative Responses = -
3.3 Parallel-Line Models for Quantitative Responses Q
34 Nonlinear Models for Quantitative Responses (:g ;
3.5 Slope-Ratio Concentration-Response Models : ;_
3.6 Dichotomous (Quantal) Assays N
4 Confidence Intervals _g
4.1 Combining Results from Multiple Assays : 8‘
4.2 Combining Independent Assays (Sample-Based Confidence Interval Methods) - ;
4.3 Model-Based Methods
5 Additional Sources of Information

Chapter (1033) is intended to follow chapters (1032) (assay development) and (1034) (development of data analysis plans).
That is, chapter (1033) assumes a fully developed bioassay (including a data analysis plan and at least tentative values for system
and sample suitability criteria and the bioassay format) and provides guidance about the validation of that assay. The chapter
addresses the validation characteristics relevant to relative potency bioassays and provides more detail regarding the statistical
methods used in validation than does Validation of Compendial Procedures (1225). Principles and practices developed in chapter
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(1033), although they are intended for relative potency assays, may have wider application. The chapter emphasizes validation
approaches that provide flexibility in adopting new bioassay methods, new biological drug products, or both (see Table 3).

Table 3. Primary Sections of Biological Assay Validation (1033) '

Section Section Title

1 Introduction

2 Fundamentals of Bioassay Validation

2.1 Bioassay Validation Protocol

2.2 Documentation of Bioassay Validation Results

23 Bioassay Validation Design
Validation Strategies for Bioassay Performance

24 Characteristics

25 Validation Target Acceptance Criteria

2.6 Assay Maintenance

2.7 Statistical Considerations

3 A Bioassay Validation Example

3.1 Intermediate Precision

3.2 Relative Accuracy

3.3 Range '

3.4 Use of Validation Results for Bioassay Characterization
Confirmation of Intermediate Precision and

3.5 Revalidation

4 ' Additional Sources of Information

Measures of Location and Spread for Lognormally’
Appendix Distributed Variables

GLOSSARY

This glossary pertains to biological assays and provides a compendial perspective that is consistent across USP-NF's suite of
bioassay chapters, is complementary to previous authoritative usage, and provides a useful focus on the bioassay context. In
many cases the terms cited here have common, though undocumented, usages or are defined in Validation of Compendial
Procedures (1225) and in the International Conference on Harmonization (ICH) Guideline Q2(R1), Validation of Analytical
Procedures: Text and Methodology.' (Chapter (1225) and ICH Q2(R1) agree on definitions.) The Glossary is intended to be
consistent with these precedent usages, and notes are provided when a difference arises because of the bioassay context.
Definitions from (1225) and ICH Q2(R1) are identified as, for example, ” (1225)" if taken without modification, or “adapted
from (1225)" if taken with minor modification for application to bioassay. Most definitions are accompanied by notes that
elaborate on the bioassay context.

The terms are organized alphabetically within five topic sections:

l. General terms related to bioassays
II. Terms related to performing a bioassay
lll. Terms related to precision and accuracy
IV. Terms related to validation
V. Terms related to statistical design and analysis
Table 4 shows each term and the Glossary section in which it can be found.

Table 4. Terms Listed in the Glossary

Term Section Term : Section
Accuracy 1] Mixed-effects model \
Analysis of variance (ANOVA) \ Modeling, statistical \
Analytical procedure [ Nested \%
Assay I | out of specification 1l
Assay data set | Parallelism
Bioassay | Partially crossed

1 Available at: http://www.ich.org/fileadmin/Public_Web_Site/ICH_Products/Guidelines/Quality/Q2_R1/Step4/Q2_R1__Guideline.pdf. Accessed 29
March 2012,
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Table 4. Terms Listed in the Glossary (continued)
Term Section Term Section

Biological assay | Point estimate v
Blocking \ Potency |
Complete block design \% Precision 1]
Confidence interval v Pseudoreplication \
Crossed \ Pvalue \
Design of experiments (DOE) \% Quantitation limit v
Dilutional linearity v Random effect \
Direct bioassays | Random error ]
Equivalence test \% Random factor \%
Errors, types of L] Randomization \%
Expected mean square v Range v
Experimental design 4 Relative bias ]
Experimental unit v Relative potency |
Factor \ Repeatability 1}
Factorial design v Replication \
Fixed effect \' Reportable value |
Fixed factor \' Reprbducibility i}
Format variability m Robustness v
Format, bioassay 1] Run |
Fractional factorial

design Sample suitability Il
Full factorial design Significance probability v
General linear model Similar preparations |
Geometric coefficient of variation i Similarity (algebraic) |
Geometric standard deviation i} Specificity 1]
Incomplete block Standard error of

design v estimate \

. Statistical process

Independence v control (SPC) \
Indirect bioassays I System suitability I
Interaction \ Systematic error L
intermediate precision ] True replicates \%
Level \% Truncation bias -
Linearity, dilutional [\ Type | error \
Lognormal distribution v Type Il error \%
Lower limit of

quantitation v Validation, assay v
Mean square \% Variance component analysis \

I. General Terms Related to Bioassays

Detailed description of the steps necessary to perform the analysis.
[NoTe=1. The procedure may include but is not limited to the sample preparation, the Reference Standard, and the reagents;

use of equipment; generation of the standard curve; use of the formulae for the calculation; etc. 2. An FDA Guidance? provides a
list of information that typically should be included-in the description of an analytical procedure.]

ANALYTICAL PROCEDURE [ADAPTED FROM Q2(R1)]

2 Analytical Procedures and Methods Validation for Drugs and Biologics, Guidance for Industry. 2015. http://www.fda.gov/ucm/groups/fdagov-public/
@fdagov-drugs-gen/documents/document/ucm386366.pdf. Accessed 20 April 2016.
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ASsAY

Analytical procedure to determine the quantity of one or more components or the presence or absence of one or more
components. .

[Note—1. Assay often is used as a verb synonymous with test or evaluate, as in “1 will assay the material for impurities.” In
this glossary, assay is a noun and is synonymous with analytical procedure (q.v.). 2. The phrase to run the assay means to perform
the analytical procedure as specified. 3. in common practice, assay and run (q.v.) often are used interchangeably. In this glossary,
they are different. Also see bioassay and bioassay data set.]

ASSAY DATA SET

The set of data used to determine a single potency or relative potency for all samples included in the bioassay.

[NoTe—1. The definition of an assay data set can be subject to interpretation as necessarily a minimal set. It may be possible
to determine a potency or relative potency from a set of data but not do this well. It is not the intent of this definition to mean
that an assay data set is the minimal set of data that can be used to determine a relative potency. In practice, an assay data set
should include, at least, sufficient data to assess similarity (g.v.). It also may include sufficient data to assess other assumptions.
2. Itis also not an implication of this definition that assay data sets used together in determining a reportable value (q.v.) are
necessarily independent from one another, although it may be desirable that they be so. When a run (q.v.) consists of multiple
assay data sets, independence of assay sets within the run must be evaluated.]

BIOASSAY, BIOLOGICAL ASSAY (these terms are interchangeable)

Analysis (as of a drug) to quantify the biological activity or activities of one or more components by determining its capacity
for producing an expected biological activity on a culture of living cells (in vitro) or on test organisms (in vivo), expressed in
terms of units.
~ [Note—1. The components of a bioassay include the analytical procedure, the statistical design for collecting data, and the
method of statistical analysis that eventually yields the estimated potency or relative potency. 2. Bioassays can be either direct
or indirect.

Direct bioassays—Bioassays that measure the concentration of a substance that is required in order to elicit a specific
response. For example, the potency of digitalis can be directly estimated from the concentration required to stop a cat’s
heart. In a direct assay, the response must be distinct and unambiguous. The substance must be administered in such a
manner that the exact amount (threshold concentration) needed to elicit a response can be readily measured and
recorded.

Indirect bioassays—Bioassays that compare the magnitude of responses for nominally equal concentrations of reference
and test preparations rather than test and reference concentrations that are required to achieve a specified response. Most
biological assays in USP-NF are indirect assays that are based on either quantitative or quantal (yes/no) responses.]

POTENCY [21 CFR 600.3(S)]

The specific ability or capacity of the product, as indicated by appropriate laboratory tests or by adequately controlled clinical
data obtained through the administration of the product in the manner intended, to effect a given result.

[NoTe—1. A wholly impotent sample has no capacity to produce the expected specific response, as a potent sample would.
Equipotent samples produce equal responses at equal dosages. Potency typically is measured relative to a Reference Standard
or preparation that has been assigned a single unique value (e.g., 100.0) for the assay; see relative potency. At times, additional
qualifiers are used to indicate the physical standard employed (e.g., “international units”). 2. Some biological products have
multiple uses and multiple assays. For such products there may be different reference lots that do not have consistently ordered
responses across a collection of different relevant assays. 3. [21 CFR 610.10] Tests for potency shall consist of either in vitro or
in vivo tests, or both, which have been specifically designed for each product so as to indicate its potency in a manner adequate
to satisfy the interpretation of potency given by the definition in 21 CFR 600.3(s).]

RELATIVE POTENCY

A measure obtained from the comparison of a Test to a Standard on the basis of capacity to produce the expected potency.

[NoTe—1. A frequently invoked perspective is that relative potency is the degree to which the Test preparation is diluted or
concentrated relative to the Standard. 2. Relative potency is unitless and is given definition, for any test material, solely in relation
to the reference material and the assay.]

REPORTABLE VALUE

The value that will be compared to an acceptance criterion.

[NoTe—1. The acceptance criterion for comparison may be in the USP monograph, or it may be set by the company, e.g.,
for product release. 2. The term reportable value is inextricably linked to the “intended use” of an analytical procedure. Assays
are performed on samples in order to yield results that can be used to evaluate some parameter. Assays may have different
summary values or formats for different purposes (e.g., lot release vs. calibration of a new reference standard). The reportable
value may be different even if the mechanics of the test itself are identical. Validation is required in order to supportthe properties
of each choice of reportable value. In practice there may be one physical document that is the analytical procedure used for
more than one application, but each application must be detailed separately within that document. Alternatively, there may
be separate documents for each application. 3. When the inherent variability of a biological response, or that of the log potency,
precludes a single assay data set’s attaining a value sufficiently accurate and precise to meet a specification, the assay format
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may be changed as necessary. The number of blocks or complete replicates needed depends on the assay’s inherent accuracy
and precision and on the intended use of the reported value. It is practical to improve the precision of a reported value by
reporting the geometric mean potency from multiple assays. The number of assays used is determined by the relationship
between the precision required for the intended use and the inherent precision of the assay system.]

RUN

The performance of the analytical procedure that can be expected to have consistent precision and trueness; usually, the
assay work that can be accomplished by a single analyst in a set time with a given unique set of assay factors (e.g., standard
preparations).

Note—1. There is no necessary relationship of run to assay data set (q.v.). The term run is laboratory specific and relates to
the laboratory's physical capability and environment for performing the work of an assay. An example of a run is given by one
analyst’s simultaneous assay of several samples in one day’s bench work. During the course of a single run, it may be possible
to determine muitiple reportable values. Conversely, a single assay data set may include data from multiple runs. 2. From a
statistical viewpoint, a run is one realization of the factors associated with intermediate precision (g.v.). Within-run variability
is thus repeatability. It is good practice to associate runs with factors that are significant sources of variation in the assay. For
example, if cell passage number is an important source of variation in the assay response obtained, then each change in cell
passage number initiates a new run. If the variance associated with all factors that could be assigned to runs is negligible, then
the influence of runs can be ignored in the analysis, and the analysis can focus on combining independent analysis data sets.
3. When a run contains multiple assays, caution is required regarding the independence of the assay results. Factors that typically
are associated with runs and that cause lack of independence include cell preparations, groups of animals, analyst, day, a
common preparation of reference material, and analysis with other data from the same run. Even though a strict sense of
independence may be violated because some elements are shared among the assay sets within a run, the degree to which
independence is compromised may have negligible influence on the reportable values obtained and should be verified and

monitored.]
SIMILAR PREPARATIONS

The property that the Test and the Standard contain the same effective constituent, or the same effective constituents in
fixed proportions, and all other constituents are without effect in some specific assay context.

[NoTe—1. Having similar preparations is often summarized as the property that the Test behaves as a dilution (or
concentration) of the Standard. 2. Similar preparations are fundamental to methods for determination of relative potency. Given
similar preparations, a relative potency can be calculated, reported, and interpreted. in the absence of similar preparations, a
meaningful relative potency cannot be reported or interpreted. 3. The practical consequence of similar preparations is algebraic

similarity (g.v.). (Also see Parallelism, section V.)]
SIMILARITY (ALGEBRAIC)

The Test and Standard concentration-response curves are algebraically related in a manner consistent with similar
reparations.

P [NoTe—1. Examples of similarity are parallelism (g.v.) of concentration-response curves and equality of intercepts in slope
ratio models. 2. Failure to statistically demonstrate dissimilarity between a Reference and a Test does not amount to
demonstration of similarity. To demonstrate similarity an equivalence approach is appropriate; see (1032) and (1034). 3.
Similarity is typically a sample suitability (q.v.) criterion. Note, however, that suitability is a necessary but not sufficient condition
for preparations to be similar. In practice, absent knowledge of differences between the Test and Standard materials,
demonstration of similarity is accepted as demonstrating similar preparations.]

Il. Terms Related to Performing a Bioassay

FORMAT, BIOASSAY

i

The intra- and inter-run replication strategy for replication of assay data sets that has been determined by variance analysis

to support the use of the bioassay.

[NoTe—1. Modifications to bioassay format may occur as new information regarding sources of variability becomes available.
Such modifications do not include changes to the dilution scheme of Test samples or Standard, or the replication strategy (part
of what is sometimes called bioassay configuration). Assay configuration can include nested dimensions like plate design,
multiple plates per day, single plates on multiple days, etc. 2. The geometric mean relative potency determined from the
bioassay format is the reportable value, which may be used to assess conformance to specifications or as a component of

. subsequent analysis (e.g., stability evaluation).]
OUT OF SPECIFICATION (OOS)

The property of a reportable value that falls outside its specification acceptance criterion.
[NoTe—Out of specification is not a property of the bioassay but rather a property of Test samples. The term is introduced
into (1033) in conjunction with setting validation acceptance criteria which limit the risk of producing out-of-specification test

results because of bioassay performance characteristics.]
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SAMPLE SUITABILITY

A sample is suitable (may be used in the estimation of potency) if its response curve satisfies limits on critical properties that
are stated in the assay procedure.

[NoTE—Response curve properties are to be taken generally; i.e., includes outliers and variability. The most significant of
these properties for bioassays is similarity (g.v.) to the standard response curve. In addition, all assay systems have limits on the
range of values they can report. For samples that fail one or more sample suitability criteria in a bioassay, the potency estimate
from those samples should not be used as a reportable value or as a contributor to a reportable value. Also see truncation bias
in this Glossary and the sections Sample Suitability and Range in general chapter (1032).] -

SYSTEM SUITABILITY

An assay system is suitable for its intended purpose if it is capable of providing legitimate measurements as defined in the

assay protocol. .
[NoTe—System suitability may be thought of as an assessment of whether there is any evidence of a problem in the assay

system. An example is provided by positive and negative controls, where values outside their normal ranges suggest that the

assay system is not working properly.]

Ill. Terms Related to Precision and Accuracy

ACCURACY (1225)

The closeness of test results obtained by the procedure and the true value.

[NoTe—1. ICH and USP give the same definition of accuracy. However, ISO specifically regards accuracy as having two
components, bias and precision. That is, to be accurate as used by ISO, a measurement must both be on target (have low
bias) and be precise. In contrast, ICH Q2(R1) states that accuracy is sometimes termed “trueness” but does not define
trueness. 1SO defines trueness as the “closeness of agreement between the average value obtained from a large series of test
results and an accepted reference value” and indicates that “trueness is usually expressed in terms of bias.” The 2001 FDA
Guidance on Bioanalytical Method Validation* defines accuracy in terms of “closeness of mean test results obtained by the
method to the true value (concentration) of the analyte” (emphasis added) and thus is consistent with the ICH usage. This
glossary adopts the USP/ICH approach. That is, accuracy is defined as the agreement between the mean (or expected results)
from an assay and the true value, and uses the phrase accurate and precise to indicate low bias (accurate) and low variability
(precise). 2. Considerable caution is needed when using or reading tﬁe term accuracy. In addition to the inconsistency between
USP/ICH and ISO, common usage is not consistent. 3. For purposes of bioassay validation, the terms accuracy and bias have
been replaced by relative accuracy and relative bias.]

ERROR, TYPES OF

Two sources of errors that affect the uncertainty of results of a biological assay are systematic error and random error.
A systematic error is one that happens with similar magnitude and consistent direction repeatedly. This introduces a bias
in the determination. Effective experimental design, including randomization and/or blocking, can reduce systematic
error. : -
A random error is one whose magnitude and direction vary without pattern. Random error is an inherent variability or
uncertainty of the determination. Conversion of systematic into random error, through experimental design or
randomization, increases the robustness of a biological assay and allows a comparatively simple analysis of assay data but
may require a larger sample size.

FORMAT VARIABILITY
. Predicted variability for a particular bioassay format.
GEOMETRIC COEFFICIENT OF VARIATION

Found as antilog($5)-1, where S is the standard deviation determined in the log scale. \

' [NoTe—The geometric coefficient of variation is usually reported as a percentage (%GCV). It is important not to confuse the
%GCV with the %CV. The %GCV is a measure of spread relevant to data analyzed in the log-transformed [ = log(X)] scale,
and the %CV is a measure relevant to data analyzed in the original (X) scale.] ,

GEOMETRIC STANDARD DEVIATION (GSD)
The variability of the log-transformed values of a lognormal response expressed as a percentage in the untransformed scale.

It is found as antilog(S), where S is the standard deviation determined in the log scale. .
[Note—For example, if the standard deviation of log potency is S using log base 2, the GSD of potency is 100 * 2°.]

31S0. International Standard 5725-1. Accuracy (Trueness and Precision) of Measurement Methods and Results—Part 1: General Principles and Definitions.
Geneva, Switzerland; 1994. :

4FDA. Guidance for Industry. Bioanalytical Method Validation. May 2001. http://www.fda.gov/downloads/Drugs/
GuidanceComplianceRegulatorylnformation/Guidances/UCMO070107 .pdf. Accessed 7 December 2011.
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INTERMEDIATE PRECISION (ADAPTED FROM (1225))

Within-laboratory precision associated with changes in operating conditions.

[NoTte—1. Factors contributing to intermediate precision involve anything that can change within a given laboratory and
that may affect the assay, including different days, different analysts, different equipment, etc. Intermediate precision is thus
“intermediate” in scope between the extremes of repeatability (intra-assay) and reproducibility (inter-laboratory). 2. Any
statement of intermediate precision should identify the factors that varied. For example, “The intermediate precision associated
with changing equipment and operators is....” 3. Investigators can benefit from separately identifying the precision associated
with each source (e.g., inter-analyst precision). This may be part of assay development and validation when there is value in
identifying the important contributors to intermediate precision. 4. When reporting intermediate precision, particularly for
individual sources, care should be taken to distinguish between intermediate precision variance and components of that
variance. The intermediate precision variance includes repeatability and thus must be at least as large as the repeatability
variance. A variance component, e.é;., associated with analyst, also is a part of the intermediate precision variance for analyst,
but it could be negligible and need not be larger in magnitude than the repeatability variance.}

PRECISION ( (1225))

Measure of agreement among individual test results when the procedure is applied repeatedly to multiple samplings of a
homogeneous sample.

[NoTe—1. Precision may be considered at three levels: repeatability (q.v.), intermediate precision (g.v.), and reproducibility
(g.v.). 2. Precision should be investigated using homogeneous, authentic samples. However, if it is not possible to obtain a
homogeneous sample, precision can be investigated using spiked samples that mimic a true sample or a sample solution. 3.
Precision may be expressed as the variance, standard deviation, coefficient of variation, or geometric coefficient of variation

(q.v.).]
RELATIVE BIAS

Measure of difference between the expected (or mean) value and the true value, expressed as a percentage of the true value.
REPEATABILITY ( (1225))

The precision within a laboratory over a short interval of time, using the same analyst with the same equipment.

[NoTe—1. ICH Q2(R1) says that repeatability is also termed “intra-assay” precision. In the bioassay context, the better term
is intra-run, and a “short interval of time” connotes within-run. 2. The idea of a “short interval of time” can be problematic with
bioassays. If a run requires multiple weeks and consists of a single assay set, then intra-run precision cannot be determined.
Alternatively, if a run consists of two assay data sets and a run can be done in a single day, repeatability of the relative potency

determination can be assessed.]
REPRODUCIBILITY (1225)

The precision between laboratories. ‘ ' .
[NoTte—1. Reproducibility includes contributions from repeatability and all factors that contribute to intermediate precision,

as well as any additional contributions from inter-laboratory differences. 2. Reproducibility applies to collaborative studies such
as those for standardization or portability of methodology. Depending on the design of the collaborative study, it may be
possible to separately describe variance components associated with intra- and inter-laboratory sources of variability.]

SPECIFICITY (1225)

The ability to assess unequivocally the analyte in the presence of components that may be expected to be present.

[Note—1. Typically these components may include impurities, degradants, matrix, etc. See chapter (1225) for further
discussion. 2. This definition is also associated with selectivity in other guidances for analytical methods. 3. Specificity can mean
the measurement of the specific analyte of interest and no other similar analyte.]

TRUNCATION BIAS

Bias that occurs when some portion of the distribution of responses is not observed or recorded.

[Note—1. When there is truncation bias, the distribution of recorded observations does not match the true distribution of
responses. 2. Truncation bias may occur in a bioassay that does not report estimates of log potency outside a set potency range.
For example, a sample with a true potency at an edge of this range is expected to fail to yield (report) a potency estimate in
approximately half of the assays in which it appears. In this example, the mean of the observed potencies will be biased toward

log potency 0.]
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IV. Terms Related to Validation

DILUTIONAL LINEARITY (ADAPTED FROM (1225))

The ability (within a given range) of a bioassay to obtain measured relative potencies that are directly proportional to the
true relative potency of the samples.

www.webofpharma.com



7308 (1030) / General Information USP 43

[NoTe— 1. To determine dilutional linearity, sometimes called bioassay analytical linearity, across a range of known relative
potency values, analysts examine the relationship between known log potency and mean observed log potency. If that
relationship yields an essentially straight line with a y-intercept of 0 and a slope of 1, the assay has direct proportionality. If that
plot yields an essentially straight line but either the y-intercept is not 0 or the slope is not 1, the assay has a proportional linear
response. 2. To assess whether the slope is (near) 1.0 requires an a priori equivalence or indifference interval. It is not proper
statistical practice to test the null hypothesis that the slope is 1.0 against the alternative that itis not 1.0 and then to conclude a
slope of 1.0 if this is not rejected. Bioassay analytical linearity is separate from consideration of the shape of the concentration~
response curve. Linearity of concentration—response is not a requirement of bioassay analytical linearity since bioassay analytical
linearit)i is possible regardless of the form of tﬁe concentration-response curve. 3. Dilutional linearity is further addressed in
(1033).

QUANTITATION LIMIT (LOWER LIMIT OF QUANTITATION; ADAPTED FROM (1225))

The lowest known relative potency for which the assay has suitable precision and accuracy.

[NoTe—1. This applies to assay results (log potency) rather than the reportable value. 2. The quantitation limit is not
commonly determined for relative potency bioassays. Animal assays with serologic endpoints are examples of the use of
this term.]

RANGE (ADAPTED FROM (1225))

The interval between the upper and lower known relative potencies (and including those relative potencies) for which the
bioassay is demonstrated to have a suitable level of precision, accuracy, and bioassay analytical linearity.
[NoTe—This applies to reportable values (typically a geometric mean) rather than the individual assay results.]

ROBUSTNESS ( (1225))

A measure of an analytical procedure’s capacity to remain unaffected by small but deliberate variations in method parameters
listed in the procedure documentation. »

[NoTe—1. Robustness is an indication of a bioassay’s reliability during normal usage. For example, a cell culture assay system
that is robust to the passage number of the cells can provide potency values with acceptable accuracy and precision across a
consistent range of passage numbers. 2. ICH Q2(R1) states:

The evaluation of robustness should be considered during the development phase and depends on the type of procedure
under study. It should show the reliability of an analysis with respect to deliberate variations in method parameters. If
measurements are susceptible to variations in analytical conditions, the conditions should be suitably controlled or a
precautionary statement should be included in the procedure. One consequence of the evaluation of robustness should
be that a series of system suitability [q.v.] parameters (e.g., resolution test) is established to ensure that the validity of the
analytical procedure is maintained whenever used.]

VALIDATION, ASSAY

Assay validation is the process of demonstrating and documenting that the performance characteristics of the procedure and
its underlying method meet the requirements for the intended application and that the assay is thereby suitable for its
intended use.

[NoTe—Formal validations are conducted prospectively according to a written plan that includes justifiable acceptance criteria
on validation parameters. See (1033).]

V. Terms Related to Statistical Design and Analysis

ANALYSIS OF VARIANCE (ANOVA)
A statistical tool used to assess contributions to variability from experimental factors.
BLOCKING

The grouping of related experimental units in experimental designs.

[NoTe—1. Blocking often is used to reduce the contribution to variability associated with a factor not of primary interest. 2.
Blocks may consist, for example, of groups of animals (a cage, a litter, or a shipment), individual 96-well plates, sections of
96-well plates, or whole 96-well plates grouped by analyst, day, or batches of cells. 3. The goal is to isolate, by statistical design
and analysis, a systemic effect, such as cage, so that it does not obscure the comparisons of interest.

A complete block design occurs when all levels of a treatment factor (in a bioassay, the primary treatment factors are
sample and concentration) can be applied to experimental units for that factor within a single block. Note that the two
treatment factors sample and concentration may have different experimental units. For example, if the animals within a
cage are all assigned the same concentration but are assigned unique samples, then the experimental unit for
concentration is cage and the experimental unit for sample is animal, and cage is a blocking factor for sample.

An incomplete block design occurs when the number of levels of a treatment factor exceeds the number of experimental
units for that factor within the block.] '
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CONFIDENCE INTERVAL

Arandom interval produced by a statistical method that contains the true (fixed, but unknown) parameter value with a stated
confidence level on repeated application of the statistical method.
[NoTe—See chapter (1010) for more information.]

CROSSED (AND PARTIALLY CROSSED)

Two factors are crossed (or fully crossed) if each level of each factor appears with each level of the other factor. Two factors
?re partially crossed when they are not fully crossed but multiple levels of one factor appear with a common level of the other
actor.

[NoTe—1. For example, in a bioassay in which all samples appear at all dilutions, samples and dilutions are (fully) crossed.
In a bioassay validation experiment in which two of four analysts each perform assays on the same set of samples on each of
six days and a different pair of analysts is used on each day, the analysts are partially crossed with days. 2. Each factor may be
applied to different experimental units, and the factors may be both fully crossed and nested (q.v.), creating a split-unit or
split-plot design (q.v.). 3. Experiments with factors that are partially crossed require particular care for proper analysis. 4. A
randomized complete block design (g.v.) is a design in which the block factor (which often is treated as a random effect) is
crossed with the treatment factor (which usually is treated as a fixed effect).] :

DESIGN OF EXPERIMENTS (DOE) [ICH Q8(R2)]5

A structured, organized method for determining the relationship between factors that affect a process and the output of that

process.
[NoTE—DOE is used in bioassay development and validation; see (1032) and (1033).]

EQUIVALENCE TEST

A test to demonstrate equivalence (e.g., similarity or conformance to validation acceptance criteria) of two quantities by
conformance to an interval acceptance criterion.

[NoTe—1. An equivalence test differs from most common statistical tests in the nature of the statistical hypotheses. Most
common statistical tests are difference tests—that is, the statistical null hypothesis is that of no difference, and the alternative
is that there is some difference, without regard to the magnitude or importance of the difference. The difference may be
between a characteristic of two populations or between a characteristic of a single population and an accepted value. In
equivalence testing the null hypothesis is that the difference is not sufficiently small, and the alternative hypothesis is that the
difference is sufficiently small that there is no important difference. In a common statistical difference test one concludes that
there is insufficient evidence to establish nonconformance to an acceptance criterion. This may be the result of excess variability
and/or an inadequate design. In an equivalence test the conclusion is that the data conform to the acceptance criterion (e.g.,
slopes are parallel). 2. A common statistical procedure used for equivalence tests is the two one-sided tests (TOST) procedure.
3. The interval acceptance criterion may be one- or two-sided. An example of a one-sided interval is a validation acceptance

criterion for a %GCV of not more than XX%)]
‘ EXPECTED MEAN SQUARE
A mathematical expression of variances estimated by an ANOVA mean square.
EXPERIMENTAL DESIGN

The structure of assigning treatments to experimental units.

[NoTe—1. Some aspects of experimental design are blocking (g.v.), randomization (g.v.), replication (g.v.), and specific
choice of design (cf. (1032)). 2. Important components of experimental design include the number of samples, the number of
concentrations, and how samples and concentrations are assigned to experimental units and are grouped into blocks. 3. The
experimental design influences which statistical methodology should be used to achieve the analytical objective.]

EXPERIMENTAL UNIT

The smallest unit to which a distinct level of a treatment is randomly allocated.

[Note—1. Randomization of treatment factors to experimental units is essential in bioassays. 2. Different treatment factors
can be applied to different experimental units. For example, samples may be assigned to rows on a 96-well plate, and dilutions
may be assigned to columns on the plate. In this case, rows are the experimental units for samples, columns are the experimental
units for concentrations, and wells are the experimental units for the interaction of sample and concentration. 3. An
experimental unit must be distinguished from a sampling unit, the smallest unit on which a distinct measurement is recorded
(e.g., a well). Because the sampling unit is often smaller than the experimental unit, it is an easy mistake to treat sampling units
as if they are experimental units. This mistake is called pseudoreplication (g.v.).]

FACTOR

An assay parameter or operational element that may affect assay response and that varies either within or across assay runs.

5|CH. Guidance Q8(R2) Pharmaceutical Development. November 2009. Available at http://www.fda.gov/downloads/Drugs/
GuidanceComplianceRegulatoryinformation/Guidances/UCM073507.pdf. Accessed 27 December 2011.
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[NoTe—In a bioassay there are at least two treatment factors: sample and concentration.
Afixed factor (fixed effect) is a factor that is controllable and deliberately set at specific levels in a bioassay. Inference is
mag:!e to the levels used in the experiment or intermediate values. Sample and concentration are examples of fixed factors
in bioassays.
A random factor (random effect) is one which is generally not controllable and for which its levels represent a sample
of ways in which that factor might vary. In a bioassay, the test organisms, plate, and day are often considered random
factors. Whether a factor is treated as random or fixed may depend on the experiment and questions asked.]

FACTORIAL DESIGN

An experimental design in which there are multiple factors and the factors are partially or fully crossed.
In a full factorial design, each level of a factor appears with all combinations of levels of all other factors. For example,
if factors are reagent batch and incubation time, for a full factorial design all combinations of incubation time and reagent
batch must be included.
Afractional factorial design is a reduced design in which each level of a factor appears with only a subset of combinations
of levels of all other factors and some factor effects (main effects and/or interactions) are deliberately confounded with
other combinations of factor effects. Fractional factorial designs should be carefully considered for screening and
optimization purposes. This design can be considered without risk of information loss for validation.

. GENERAL LINEAR MODEL
A statistical linear model that relates study factors, which can be continuous or discrete, to experimental responses.
INDEPENDENCE

For two measurements or observations A and B (raw data, assay sets, or relative potencies) to be independent, values for A
must be unaffected by B's responses and vice versa.

[NoTe—A consequence of the failure to recognize lack of independence is poor characterization of variance. In practice this
means that if two potency or relative potency measurements share a common factor that might influence assay outcome (e.g.,
analyst, cell preparation, incubator, group of animals, or aliquot of Standard samples), then the correct initial assumption is
that these relative potency measurements are not independent. The same concern for lack of independence holds if the two
potency or relative potency measurements are estimated together from the same model or are in any way associated without
including in the model some term that captures the fact that there are two or more potency measurements. As assay experience
is gained, an empirical basis may be established (and monitored) so that it is reasonable to treat potency measurements as
independent even if the measurements share a common level of a factor. This is the case when it has been demonstrated that a
factor does not have a practically significant effect on long-term bioassay results.]

INTERACTION
Two factors are said to interact if the response to one factor depends on the level of the other factor.
LEVEL

A location on the scale of measurement of a factor.

[NoTe—1. Factors have two or more distinct levels. For example, if a bioassay validation experiment employs three values of
incubation time and two batches of a key reagent, the levels are the three times for the factor incubation time and the two
batches for the factor batch. 2. Levels of a factor in a bioassay may be quantitative, such as concentration, or categorical, such
as sample (i.e., test and reference).]

LOGNORMAL DISTRIBUTION

A distribution of values (assay responses or potencies) where the logarithms of the values have a normal distribution.
[NoTe—-1. Most relative potency bioassay measurements are lognormally distributed. 2. The lognormal is a skewed
distribution characterized by increased variability with increased level of response.] :

MEAN SQUARE
A calculation in ANOVA representing the variability associated with an experimental factor.
’ MIXED-EFFECTS MODEL
A statistical model that includes both fixed and random effects.
MODELING, STATISTICAL
The mathematical specification of the relationship between inputs (Xs) and outputs (¥s) of a process, e.g., the concentration—
response relationship in bioassay or the modeling of the effects of important sources of variation on potency measurement.

[NoTe—1. Modeling includes methods to capture the dependence of the response on the samples, concentration,
experimental units, and groups or blocking factors in the assay configuration. 2. Modeling of bioassay data includes making
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many choices, some of which are driven by the assay design and data. For continuous data there is a choice between linear
and nonlinear models. For discrete data there is a choice among logit/log models within a larger family of generalized linear
models. In limiting dilution assays, published literature advocates Poisson models and Markov chain binomial models. One can
use either fixed-effects models or mixed-effects models for bioassay data. On the one hand, the fixed-effects models are more
widely available in software and are somewhat less demanding for statisticians to set up. On the other hand, mixed models
have advantages over fixed ones: they are more accommodating of missing data and, more importantly, can allow each block
to have different slopes, asymptotes, median effective concentrations required to induce a 50% effect (ECs,), or relative
potencies. Particularly when the analyst is using straight-line models fitted to nonlinear responses or assay systems in which the
concentration-response curve varies from block to block, the mixed model captures the behavior of the assay system in a much
more realistic and interpretable way. 3. It is essential that any modeling approach for bioassay data should use all available data
simultaneously to estimate the variation (or, in a mixed model, each of several sources of variation). It may be necessary to
transform the observations before this modeling to include a variance model or to fit a means model (in which there is a
predicted effect for each combination of sample and concentration) to get pooled estimate(s) of variation.]

NESTED

A factor A is nested within another factor B if the levels of A are different for every level of B.

[NoTe—1. For example, in a bioassay validation experiment two analysts may perform assays on five days each. If the calendar
days for the first analyst are distinct from those of the second analyst, days are nested within analyst. 2. Nested factors have a
hierarchical relationship. 3. For two factors to be nested they must satisfy the following: (a) they are applied to different-sized
experimental units; (b) the larger experimental unit contains more than one of the smaller experimental units; and (c) the factor
applied to the smaller experimental unit is not fully crossed (q.v.) with the factor applied to the larger experimental unit. When
conditions (a) and (b) are satisfied and the factors are partially crossed, then the experiment is partially crossed and partially
nested. Experiments with this structure require particular care for proper analysis.]

PARALLELISM (OF CONCENTRATION—RESPONSE CURVES)

A quality in which the concentration-response curves of the Test sample and the Reference Standard are identical in shape
and differ only by a horizontal difference that is a constant function of relative potency.

[NoTe—1. When Test and Reference preparations are similar (q.v.) and assay responses are plotted against log concentrations,
the resulting curve for the Test preparation will be the same as that for the Standard but will be shifted horizontally by an
amount that is the logarithm of the relative potency. Because of this relationship, similarity (q.v.) is often equated with parallelism
but they are not the same. See section 3.5, Slope-Ratio Concentration-Response Models, in chapter (1034), in which similar
samples have concentration-response relationships with a common (or nearly common) y-intercept but may differ in their
slopes. 2. In practice, it is not possible to demonstrate that the shapes of two curves are identical. Instead, the two curves are
shown to be sufficiently algebraically similar (equivalent) in shape. Note that similar should be interpreted as “we have evidence
that the two curves are close enough in shape” rather than “we do not have evidence that the two curves differ in shape.” 3.
The assessment of parallelism depends on the type of function used to fit the response curve. Parallelism for a nonlinear assay
using a four-parameter logistic fit means that (a) the slopes of the rapidly changing parts of the Test and Reference Standard
curves (that is, slope at a tangent to the curve where the first derivative is at a maximum) should be similar; and (b) the upper
and lower asymptotes of the response curves (plateaus) should be similar. For straight-line analysis, the slopes of the lines should

be similar.]

POINT ESTIMATE

A single-value estimate obtained from statistical calculations.
[NoTe—1. Examples are the average relative bias, the %GCV, and relative potency. 2. The point estimate may be augmented
with an interval estimate (confidence interval; q.v.) that employs an interval to express the uncertainty in the determination of

the point estimate.]
PSEUDOREPLICATION

The misidentification of samples from experimental units as independent and thus true replicates when they actually are not
independent.

[I\FJ’OTE—'I. Pseudoreplication results in incorrect inferences because of the incorrect assignment of variability and the
appearance of more replicates than are actually present. 2. Lack of recognition of pseudoreplication is critical because it is an
easy mistake to make, and the consequences can be serious. For example, pseudoreplicates commonly arise when analysts
make a dilution series for each sample in tubes (the dilution series can be made with serial dilutions, single-point dilutions, or
any convenient dilution scheme). Tﬁe analyst then transfers each dilution of each sample to several wells on one or more assay
plates. The wells are then pseudoreplicates because they are simply aliquots of a single dilution process and thus are not
representative of independent preparations. 3. A simple way to analyze data from pseudoreplicates is to average over the
pseudoreplicates (if a transformation of the observed data is used, the transformation should be applied before averaging over
pseudoreplicates) before fitting any concentration-response model. In many assay systems, averaging over pseudoreplicates
leaves the assay without any replication. A more complex way to use data containing pseudoreplicates is to use a mixed model
that treats the pseudoreplicates as a separate random effect. Although pseudoreplication normally is of little value, it can be
advantageous when two conditions are satisfied: (a) the pseudoreplicate (e.g., well-to-well) variation is very large compared to
the variation associated with replicates; and (b) the cost of pseudoreplicates is much lower than the cost of replicate
experimental units.] »
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P VALUE (SIGNIFICANCE PROBABILITY)

The probability of observing, in repeated trials, that an experimental outcome is as different or more different than that

observed if the null hypothesis is true.
[NoTE—1. More different means further from the null hypothesis. 2. Commonly, P<0.05 is taken as a threshold for indicating
statistically significant differences, although any value for the threshold may be used. Bases for choosing the threshold are the

risks (costs) of making a wrong decision; see type [ error and type Il error.]
RANDOMIZATION

A process of assignment of treatment to experimental units based on chance so that all equal-sized subgroups of units have
an equal chance of receiving a given treatment.

[NoTe—1. The chance mechanism may be an unbiased physical process (rolling unbiased dice, flipping coins, drawing from a
well-mixed urn), random-number tables, or computer-generated randomized numbers. Care must Be taken in the choice and
use of method. Good practice is to use a validated computerized random-number generator. 2, The use of randomization can
help to prevent systematic error from becoming associated with particular samples or a dilution pattern and causing bias. For
example, in 96-well bioassays, plate effects can be substantial and can cause bias in observed responses or summary measures.
In animal studies, a variety of factors associated with individual animals can influence responses. If extraneous factors that
influence either plate assays or animal assays are not routinely demonstrated to have been eliminated or minimized so as to be
negligible, randomization is essential to obtaining unbiased data required for the calculation of true potency. 3. Randomization
is a good practice even when there is evidence that operational factors (e.g., location, time, reagent lot) have little or no effect
on the assay system. While randomization may not protect an individual assay (or perhaps a block of an assay) from a (perhaps
newly) important operational factor, randomization provides assurance that results from a collection of assays are not biased
due to operational factors.]

REPUCATION

A process in which multiple independent experimental units receive the same level of a treatment factor.

[NoTe—1. The purpose of replication is to minimize the effects of uncontrollable sources of random variability. 2. Replication
can occur either completely at random or across blocks. Generally, replication within blocks is pseudoreplication (g.v.). 3.
Replication of factors that contribute most greatly to variability, or factors that are at the highest levels in a nested layout, usually
result in the most effective reduction of random variability.]

TRUE REPLICATES
Samples based on independent experimental units.
STANDARD ERROR OF ESTIMATE

A measure of uncertainty of an estimate of a reportable value or other parameter estimate because of sampling variation.

[NoTe—1. In bioassay the focus is on the precision (standard error) of the relative potency. 2. Standard errors can be made
smaller with additional replication. 3. Technically, the standard error of an estimate is the standard deviation of the sampling
distribution of the estimate. The term standard error is used to distinguish between this usage of standard deviation (that
depends on sample size) and the common laboratory usage in which standard deviation (or coefficient of variation) is used to
characterize the precision of individual measurements obtained from a procedure. This latter precision does not depend on

sample size.]
STATISTICAL PROCESS CONTROL
A set of statistical methods used to monitor shifts and trends in a process.
| TYPE | ERROR

The error in statistical hypothesis testing that the alternative hypothesis is accepted when it is false.
[NoTe—The probability of a type | error usually is denoted by a.]

TYPE Il ERROR

The error in statistical hypothesis testing that the alternative hypothesis is rejected when it is true.
[Note—The probability of a type Il error usually is denoted by B.]

VARIANCE COMPONENT ANALYSIS

A statistical analysis that partitions contributions made to total variability by components assoaated with mﬂuentnal assay
factors, e.g., analyst, day, or instrument. ;
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(1031) THE BIOCOMPATIBILITY OF MATERIALS USED IN DRUG
CONTAINERS, MEDICAL DEVICES, AND IMPLANTS

drug containersf)elastomgric closures, medical devices, and irE\plants. Biocomppatibility refers to the te%dency of thege prod)t/.lcts
to remain biologically inert throughout the duration of their contact with the body. The biocompatibility testing procedures
referenced in this chapter are designed to detect the nonspecific, biologically reactive, physical or chemical characteristics of
medical products or the materials used in their construction. In combination with chemical assays, these biological procedures
carc1i be used to detect and identify the inherent or acquired toxicity of medical products prior to or during their manufacturing
and processing.

Preclinical testing procedures to evaluate the safety of the elastomers, plastics, or other polymers used in the construction
of medical products are referenced or described in the following general chapters: Injections and Implanted Drug Products (1),
Biological ivi ts, In Vitro (87), Biological Reactivity Tests, In Vivo (88), 4 Ba rogen
Tests (16 1ay-20i9), Elastomeric Closures for Injections (381), Plastic Packaging Systems and Their Materials of Construction
(661), Plastic Materials of Construction (661.1), and Plastic Packaging Systems for Pharmaceutical Use (661.2). Specific in vitro and
in vivo testing procedures to evaluate the biocompatibility of medical products in patients are described under Biological
Reactivity Tests, In Vitro (87) and under Biological Reactivity Tests, In Vivo (88).

The procedures used to evaluate the biocompatibility of a medical product or its construction materials have been categorized
as a panel of biological effects (toxicity procedures): cytotoxicity, sensitization, irritation or intracutaneous reactivity, acute
systemic toxicity, subchronic toxicity (repeated), genotoxicity, implantation, hemocompatibility, chronic toxicity (extending
beyond 10% of the life span of the test animal or beyond 90 days), carcinogenicity, reproductive or developmental toxicity,
and biodegradation.” The USP general chapters referring to the toxicity procedures for these categories are indicated in Table
1. In addition, pyrogenicity, an area of special toxicity, is evaluated under Pyrogen Test (151) and under Bacterial Endotoxins Test
(85). There are currently no general chapters that detail subchronic toxicity, genotoxicity, chronic toxicity, carcinogenicity,
hemotoxicity, reproductive toxicity, or biodegradation testing? requirements.

Table 1. Toxicity Procedures in the USP General Chapters

Biological Effect USP General Chapter
Cytotoxicity Biological Reactivity Tests,In Vitro (87)
Sensitization Sensitization Testing (1184)
Irritation or intracutaneous reactivity Biological Reactivity Tests, In Vivo (88)*

Systernic toxicity (acute toxicity) Biological Reactivity Tests, In Vivo (88)

Implantation Biological Reactivity Tests, In Vivo (88)

* Additional general chapters referring to this biological effect includ
for Injections (381), Plastic Packaging Systems and Their Materials of C
Pharmaceutical Use (661.2).

T Additional general chapters referring to this biological effect include (1), *Medical Devic
Closures for Injections (381), Plastic Packaging Systems and Their Materials of Construction (66
for Pharmaceutical Use (661.2).

1), Plas

DRUG CONTAINERS

Biocompatibility of Plastic and Other Polymeric Drug Containers

Pharmaceutical containers consist of a container and a closure. Plastic containers may consist of polymers that upon extraction
do not alter the stability of the contained product or do not exhibit toxicity. The biocompatibility testing requirements for drug
containers are stated under (1), Plastic Packaging Systems and Their Materials of Construction (661), Plastic Materials of Construction

(661.1), and Plastic Packaging Systems for Pharmaceutical Use (661.2). As directed in these chapters, the plastic or other polymeric
portions of these products are tested according to the procedures set forth under Biological Reactivity Tests, In Vitro (87). A plastic
or other polymer that does not meet the requirements of Biological Reactivity Tests, In Vitro (87) is not a suitable material for a
drug container. Materials that meet the in vitro requirements qualify as biocompatible materials without the need for further
testing and may be used in the construction of a drug container. If a class designation (classes I-VI) for plastics or other polymers
is desired, the appropriate testing procedures are performed as discussed in the section In Vivo Testing and Class Designation.

11SO document 10993-1:1997 (or latest version) entitled Biological Evaluation of Medical Devices—Part 1: Evaluation and Testing.
25ee OECD Guidelines for Testing of Chemicals at www.oecd.org.
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Elastomeric Closures

Elastomeric closures are closures that can be pierced by a syringe and maintain their integrity because of their elastic
properties. Elastomeric materials may be composed of several chemical entities including fillers, pigments, plasticizers,
stabilizers, accelerators, vulcanizing agents, and a natural or a synthetic polymer. These materials are used for manufacturing a
product with the desired elastomeric physical properties, and they frequently demonstrate biological reactivity—cellular
degeneration and malformation—when tested with in vitro cell cultures.

The biocompatibility of an elastomeric material is evaluated according to the two-stage testing protocol specified in the
Biological Test Procedures under Elastomeric Closures for Injections (381). Unlike plastics or other polymers, an elastomeric material
that does not meet the requirements of the first-stage (in vitro) testing may qualify as a biocompatible material by passing the
second-stage (in vivo) testing, which consists of the Systemic Injection Test and the Intracutaneous Test described under Biological
Reactivity Tests, In Vivo (88). No class or type distinction is made between elastomeric materials that meet the requirements of
the first stage of testing and those that qualify as biocompatible materials by meeting the second-stage requirements.
Elastomeric materials are not assigned class I-VI designation.

' MEDICAL DEVICES AND IMPLANTS

Medical devnces and 1mplants labeled nonpyrogemc, in dlrect or lndlrect contact WIth the cardiovascular s stem or other

| . The products listed in this chapter that meet the criteria are solution administration sets, extensmn sets,
transfer sets, blood administration sets, intravenous catheters, dialyzers and dialysis tubing and accessories, transfusnon and
infusion assembhes, and intramuscular drug delivery catheters. The outlined criteria do not apply to medical products such as
orthopedic products, latex gloves, and wound dressings.

include Sterility, Bacterial endotoxins, Pyrogen and Other reqwrements A procedure to evaluate the presence
dotoxins is set forth under Bacterial Endotoxins Test (85), and the limits are set in Bacterial Endotoxins under

A Medical Devices—Bacterial Endotoxin and Pyrogen Tests (161ya’ (cn 1-may-2019). For devices that cannot be tested by the Bacterial
Endotoxins Test (85) because of nonremovable inhibition or enhancement, the Pyrogen Test (151) is applied. The procedures for
evaluating medical devices purported to contain sterile pathways are set forth in Sterile Devices under Sterility Tests (71). A
procedure for evaluating the safety of medical devices is set forth in the Safety Test under Biological Reactivity Tests, In Vivo (88).

The plastic or other polymer components of medical devices meet the requirements specified for plastics and other
polymers under Plastic Packaging Systems and Their Materials of Construction {(661), Plastic Materials of Construction (661.1), and
Plastic Packaging Systems for Pharmaceutical Use (661.2); those made of elastomers meet the requirements under Elastomeric
Closures for Injections (381). As directed in these chaﬁters the biocompatibility of the plastic, other polymeric, and elastomeric
portions of these products are tested according to the procedures described under Biological Reactivity Tests, In Vitro (87).If a
class designation for a plastic or other polymer is also required, the appropriate testing procedures described under Biological
Reactivity Tests, In Vivo (88) are performed.

As required for elastomeric ¢ osures, elastomeric materials that do not meet the in vitro requirements may qualify as
biocompatible materials and may be used in the construction of medical devices if they meet the requirements of the Systemic
Injection Test and the Intracutaneous Test under Biological Reactivity Tests, In Vivo (88). As required for drug containers, plastics
and other polymers that do not meet the in vitro testing requirements are not suitable materials for use in medical devices.

IN VITRO TESTING, IN VIVO TESTING, AND CLASS DESIGNATION FOR PLASTICS AND OTHER
POLYMERS

‘The testing requirements specified under Biological Reactivity Tests, In Vitro (87) and Biological Reactivity Tests, In Vivo (88) are
designed to determine the biological reactivity of mammalian cell cultures and the biological response of animals to elastomeric,
plastic, and other polymer materials with direct or indirect patient contact. The biological reactivity of these materials may
depend on both their surface characteristics and their extractable chemical components. The testing procedures set forth in
these chapters can often be performed with the material or an extract of the material under test, unless otherwise specified.

Preparation of Extracts

Evaluation of the biocompatibility of a whole medical product is often not realistic; thus, the use of representative portions
or extracts of selected materials may be the only practical alternative for performing the assays. When répresentative portions
of the materials or extracts of the materials under test are used, it is important to consider that raw materials may undergo
chemical changes during the manufacturing, processing, and sterilization of a medical product. Although in vitro testing of raw
materials can serve as an important screening procedure, a final evaluation of the biocompatibility of a medical product is
performed with portions of the finished and sterilized product.

The preparation of extracts is performed according to the procedures set forth under Biological Reactivity Tests, In Vitro (87)
and under Biological Reactivity Tests, In Vivo (88). Extractions may be performed at various temperatures (121°, 70°, 50°, or 37°),
for various time intervals (1 hour, 24 hours, or 72 hours), and in different extraction media. The choice of extractlon medlum .
for the procedures under Biological React/wty Tests, In Vitro (87) includes Sodium Chloride Injection (0.9% NaCl) or tissue culture
medium with or without serum. When medium with serum is used, the extraction temperature cannot exceed 37°. In vivo
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extraction medium includes the choices described under Biological Reactivity Tests, In Vivo (88) or the solvent to which the drug
or medical device is exposed.

When choosing extraction conditions, select the temperature, solvent, and time variables that best mimic the “in use”
conditions of the product. The performance of multiple tests at various conditions can be used to simulate variations in the “in
use” conditions. Although careful selection of extraction conditions allows the simulation of manufacturing and processing
conditions in the testing of raw materials, an evaluation of the biocompatibility of the product is performed with the finished

and sterilized product.
In Vitro Testing

The procedures described under Biological Reactivity Tests, In Vitro (87) include an Agar Diffusion Test (indirect contact test), a
Direct Contact Test, and an Elution Test (extraction test). The sample is biocompatible if the cell cultures do not exhibit greater
than a mild reactivity (Grade 2) to the material under test, as described under Biological Reactivity Tests, In Vitro (87). The Agar
Diffusion Test is designed to evaluate the biocompatibility of elastomeric materials. The material is placed on the agar overlay
of the cell monolayer, which cushions the cells from physical damage by the material and allows leachable chemicals or materials
to diffuse from the elastomer and contact the cell monolayer. Extracts of elastomeric materials are tested by placing the filter
paper saturated with an extract of the elastomer on the solidified surface of the agar. The Direct Contact Test is designed for
elastomeric or plastic materials that will not physically damage cells with which they are in direct contact. Any leachable
chemicals diffuse from the material into the serum-supplemented growth medium and directly contact the celi monolayer. The
Elution Test is designed to evaluate the extracts of polymeric materials. The material may be applied directly to the tissue culture
media.

The performance of either the Agar Diffusion Test or the Direct Contact Test in combination with the Elution Test is the preferred
testing protocol. Extraction of the product or materials for the Agar Diffusion Test or the Elution Test is performed as described

in the Preparation of Extracts.
In Vivo Testing and Class Designation

According to the injection and implantation requirements specified in Table 7 under Biological Reactivity Tests, In Vivo (88),
plastics and other polymers are assigned a class designation between class | and class V1. To obtain a plastic or other polymer
class designation, extracts of the test material are produced according to the specified procedures in various media.

To evaluate biocompatibility, the extracts are injected systemically and intracutaneously into mice and rabbits or guinea pigs.
According to the specified injection requirements, a plastic or other polymer may initially be graded as class |, I, lll, or V. If in
addition to injection testing, implantation testing using the material itself is performed, the plastic or other polymer may be

classified as class IV or class VI.

Change to read:

BIOCOMPATIBILITY OF MEDICAL DEVICES AND

In addition to evaluating medical products for compendial purposes according to the procedures specified under (1), Sterility
Tests (71), Biological Reactivity Tests, In Vitro (87), Biological Reactivity Tests, In Vivo (88), 4Medical Devices—Bacterial Endotoxin
and Pyrogen Tests (161)a N 1.may-2019y, Elastomeric Closures for Injections (381), Plastic Packaging Systems and Their Materials of
Construction (661), Plastic Materials of Construction{661.1), and Plastic Packaging Systems for Pharmaceutical Use (661.2), medical
devices and implants are evaluated for sensitization, subchronic toxicity, genotoxicity, hemocompatibility, chronic toxicity,
carcinogenicity, reproductive or developmental toxicity, and biodegradation as required by the regulatory agencies.

The guidance provided by the regulatory agencies indicates that the extent of testing that is performed for a medical device
or an implant depends on the following factors: (1) the similarity and uniqueness of the product relative to previously marketed
(“predicate”) products as considered in the Decision Flowchart; (2) the extent and duration of the contact between the product
and the patient as described in the Categorization of Medical Devices; and (3) the material composition of the product as
considered in the sections Decision Flowchart and In Vivo Testing and Class Designation.

Decision Flowchart

Guidance on comparing a medical device or an implant to previously marketed products is provided by the Biocompatibility
Decision Flowchart (see Figure 13) as adapted from the FDA's Blue Book Memorandum #G95-1. The purpose of the flowchart
is to determine whether the available data from previously marketed devices are sufficient to ensure the safety of the device
under consideration. As indicated by the flowchart, the material composition and the manufacturing techniques of a product
are compared to those of the previously marketed products for the devices that come in direct contact with the body. In addition,
the flowchart requires an evaluation of the toxicity of any unique material that has not been used in predicate devices. Responses
to the questions posed in the flowchart lead to the conclusion that either the available data are sufficient or additional testing
is required to ensure the safety of the product. When additional testing is required, guidance on the identification of appropriate
testing procedures is provided in the section Test Selection Matrix.

3 Adapted from the FDA Blue Book Memorandum #G95-1 (“Use of International Standard 1SO-10993. 'Biological Evaluation of Medical Devices-Part 1:
Evaluation and Testing.’”) .
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Figure 1. Biocompatibility flowchart.

Categorization of Medical Devices

To facilitate the identification of appropriate testing procedures, medical devices are divided and subdivided, as shown in
Table 2, according to the nature and extent of their contact with the body. Major categories of medical devices are surface
devices, external communicating devices, and implant devices. These are then further subcategorized. Some examples of
medical devices and implants belonging to each of the subcategories are also presented in Table 2.

www.webofpharma.com



USP 43 General Information / (1031) 7317
Table 2. Classification and Examples of Medical Devices
Device Category Device Subcategory Nature or Extent of Contact Some Examples
Electrodes, external prostheses, fixation tapes,
. compression bandages, and monitors of vari-
Skin Devices that contact intact skin surfaces only | ous types

Surface Devices

Mucosal Membrane

Devices communicating with intact mucosal
membranes

Contact lenses, urinary catheters, intravaginal
and intraintestinal devices (stomach tubes,
sigmoidoscopes, colonoscopes, gas tro-
scopes), endotracheal tubes, bronchoscopes,
dental prostheses, orthodontic devices, and
intrauterine devices

Breached or Compromised
Surfaces

Devices that contact breached or otherwise
compromised body surfaces

Ulcer, burn, and granulation tissue dressings or
healing devices and occlusive patches

External Communicating De-
vices

Blood Path, Indirect

Devices that contact the blood path at one
point and serve as a conduit for entry into the
vascular system

Solution administration sets, extension sets,
transfer sets, and blood administration sets

Tissue, Bone, or Dentin Com-
municating

Devices and materials communicating with tis-
sue, bone, or pulp and dentin system

Laparoscopes, arthroscopes, draining systems,
dental cements, dental filling materials, and
skin staples

Circulating blood

Devices that contact circulating blood

Intravascular catheters, temporary pacemaker
electrodes, oxygenators, extracorporeal oxy-
genator tubing and accessories, dialyzers, di-
alysis tubing and accessories, hemoadsorb-
ents, and immunoadsorbents

Implant Devices

Tissue or Bone

Devices principally contacting bone or princi-
pally contacting tissue and tissue fluid

Examples of the former are orthopedic pins,
plates, replacement joints, bone prostheses,
cements, and intraosseous devices; examples
of the latter are pacemakers, drug supply de-
vices, neuromuscular sensors and simulators,
replacement tendons, breast implants, artifi-
cial larynxes, subperiosteal implants, and liga-
tion clips

Blood

Devices principally contacting blood

Pacemaker electrodes, artificial arteriovenous
fistulae, heart valves, vascular grafts, internal
drug delivery catheters, and ventricular-assist
devices

Test Selection Matrix

The matrix provides guidance on the identification of appropriate biological testing procedures for the three categories of
medical devices: tests for Surface Devices (see Table 3), tests for External Communicating Devices (see Table 4), and tests for
Implant Devices (see Table 5). Each category of devices is subcategorized and then even further subdivided according to the
duration of the contact between the device and the body. The duration of contact is defined as (A) limited (less than 24 hours);
(B) prolonged (24 hours to 30 days); or (C) permanent (more than 30 days). The biological effects that are included in the
matrix are cytotoxicity, sensitization, irritation or intracutaneous reactivity, systemic toxicity, subchronic toxicity, genotoxicity,
implantation, hemocompatibility, chronic toxicity, carcinogenicity, reproductive or developmental toxicity, and

biodegradation. The general chapters that contain toxicity testing procedures for these biological effects are indicated in Table

Each subcategory in the matrix has an associated panel of testing requirements. Generally, the number of tests in the panel
increases as the duration of the contact between the device and the body is extended and as the device or implant comes in
closer contact with the circulatory system. Within several subcategories, the option of performing additional tests beyond those
required should be considered on a case-by-case basis. Specific situations such as use of permanent implant devices or external
communicating devices for pregnant women and children have to be taken into consideration in the manufacturer’s decision
to include reproductive or developmental testing. Guidance on the identification of possible additional testing procedures is
provided in the matrix for each subcategory of medical devices.

GUIDANCE IN SELECTING THE PLASTIC OR OTHER POLYMER CLASS DESIGNATION FOR A

MEDICAL DEVICE

To provide guidance on selecting the appropriate plastic or other polymer class designation for a medical device, each
subcategory of Surface Devices (see Figure 2)
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Surface

devices
Breached or
Skin Mucosal compromised
surfaces
surfaces
L | ] [ L | [ [ |
Limited* Prolonged | | Permanent Limited Prolonged | | Permanent Limited Prolonged | | Permanent
USP Class® USP Class USP Class USP Class USP Class USP Class USP Class USP Class USP Class

| | | | i} v ] v Vi

Figure 2. USP plastic and other polymer class requirements for surface devices.’Categorization based on duration of contact:
limited—less than 24 hours; prolonged—24 hours to 30 days; permanent—more than 30 days. TUSP Plastic Class designation.

and External Communicating Devices (see Figure 3)

External
communicating
devices
[ I
Blood path Tissue/bone/dentin Circulating
indirect communicating blood
I [ |
I I ] I [ 1 [ B ]
Limited* | | Prolonged | | Permanent :L:;EE—;C:\ Prolonged | | Permanent Limited Prolonged | |Permanent
USP Classt| | USP Class | | USP Class | | USP Class | | USP Class | | USP Class | | USP Class | | USP Class | | USP Class
v \Y Vi v Vi Vi v Vi vi

Figure 3. USP plastic and other polymer class requirements for external communicating devices. “Categorization based on
duration of contact: limited—less than 24 hours; prolonged—24 hours to 30 days; permanent—more than 30 days.tUSP Plastic
Class designation. , : ‘

is assigned a USP Plastic Class designation (see Biological Reactivity Tests, In Vivo (88)). If the tests for each USP class designation
are not sufficient for a specific device, the manufacturer or the practitioner must develop an appropriate set of tests. The
indicated numerical class number increases relative to the duration (risk) of contact between the device and the body. In the
category of Implant Devices, the exclusive use of class VI is mandatory. The assignment of USP Plastic Class designation is based
on the test selection matrices illustrated in Tables 3, 4, and 5. o .

The assignment of a plastic or other polymer class designation to a subcategory is not intended to restrict the use of higher
classes of plastics or other polymers. Although the assigned class defines the lowest numerical class of plastic or other polymer
that may be used in the corresponding device, the use of a numerically higher class of plastic is optional. When a device can
be defined as belonging to more than one device category, the plastic or other polymer should meet the requirements of the
highest numerical class.
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Table 3. Test Selection Matrix for Surface Devices®

Device Categories Biological Effect®
Con- Sub- Bio-
tact | Cy- | Sen- chro Im- Car- | Reproduc- | de-
Du- | to- | siti- Irritation Systemic | nic | Gen- | plan- Hemo- . cino- | tive or De- | gra-
ra- | tox- | za- | orlintracutane- | Toxicity | Tox- | otoxi| ta- compat- Chronic gen- | velopment | da-
Body Contact tion* | icity | tion | ous Reactivity | (Acute) | icity | city | tion ability Toxicity icity Toxicity tion
X X X - — — — — — — — —
Skin B X X X — — — — — — — — —
C X X X —_ — — —_ - — — — —
A X X X - —_ —_ — - — — — —
Mucosal
Surface Mem- B X X X (o] o —_ (o] —_ —_ - —_ _
i brane
Devices c [ x| «x X o x | x| o — o — — —
Breached | A X X X (0] — — — — — — — —
or
Com- B X X X [0} —_ (o] —_ _ —_ —_ —_—
ked | € | x | x X o X | x | o — o _ _ —
Surfaces

* Adapted from the FDA's Blue Book Memorandum #G95-1 (Table 1. Initial Evaluation Tests for Consideration and Table 2. Supplementary Evaluation Tests for
Consideration).

aLegend A—limited (less than 24 hours); B—prolonged (24 hours to 30 days); C—permanent (more than 30 days).

bt egend X—ISO evaluation tests for consideration; O—additional tests that may be applicable.

Table 4. Test Selection Matrix for External Communicating Devices”

Device Categories Biological Effect®
Con
- Irrita-
tact | Cy- tion or Hemo- Repro-
Du | to- | Sen- | Intra- Sub- com- Chro- | Carci- | ductive or
r- | tox- | siti- | cutan- | Systemic | chro- | Geno- pat- nic no- Develop-
atio | ici- | za- | eous Re- | Toxicity nic toxicl- | Implan- | abili- | Toxic- | genic- | ment Tox- | Biodegra-
Body Contact n® | ty | tion | activity | (Acute) | Toxicity ty tation ty ity ity icity dation
A X X X X —_ — — X — — — —
Blood Path, — — _ _ _ —
Indirect 8 X X X X o X
C X X (o} X X X o X X . X — -
External TiBsg:? o AJX]X X ° - — — — — - _ —
Commun- | pentin B X X (o] (o] o] X — — — — —
icating Communi-
Devices cating C X X o o} (o} X — X X — —
‘ Al X | X X X - o - X —_ - - —
Circulating _ _ _ _
Blood ] X X X X (o} X (o] X
C X X X X X X (@) X X X — —

* Adapted from the FDA’s Blue Book Memorandum #G95-1 (Table 1. Initial Evaluation Tests for Consideration and Table 2. Supplementary Evaluation Tests for

Consideration).
aegend A—limited (less than 24 hours); B—prolonged (24 hours to 30 days); C—permanent (more than 30 days).

b | egend X—ISO evaluation tests for consideration; O—additional tests that may be applicable.
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Table 5. Test Selection Matrix for Implant Devices’

Device Categories Biological Effect®
Re-
pro-
duc-
tive
- or
Irritation Sys- . De-
or temic Hemo- vel- '
Con- Sen- Intra- | Toxici- | Sub- com- Chro- Carci- op- Bio-
tactDu| Cyto- siti- cutan- ty chro- | Geno- pat- nic Tox- no- ment | degra-
Body Con- r- toxi- za- eous Re- | (Acute | nic Tox- | toxici- | Implan- abili- ic- genic- Tox- da-
tact ation® city tion activity ) icity ty tation ty ity ity icity tion
A X X X 0 — — — — — — —_ —
Tis- B X X 0 o o X X — — — — —
- sueB
or
?Ian one C X X (e} o (e} X X — X X — —
De- A X X X X — — X X — — — —
vices
B X X X X (0] X X X — — — —
Blood
o X X X X X X X X X — —

* Adapted from the FDA's Blue Book Memorandum #G95-1 (Table 1. Initial Evaluation Tests for Consideration and Table 2. Supplementary Evaluation Tests for
Consideration).

aLegend A—limited (less than 24 hours); B—prolonged (24 hours to 30 days); C—permanent (more than 30 days).

b Legend X—ISO evaluation tests for consideration; O—additional tests that may be applicable.

(1032) DESIGN AND DEVELOPMENT OF BIOLOGICAL ASSAYS

1. INTRODUCTION

1.1 Purpose and Scope

General chapter Design and Development of Biological Assays (1032) presents methodology for the development of bioassay
procedures that have sound experimental design, that provide data that can be analyzed using well-founded statistical
principles, and that are fit for their specific use.

General chapter (1032) is one of a group of five general chapters that focus on relative potency assays, in which the activity
of a Test material is quantified by comparison to the activity of a Standard material. However, many of the principles can be
applied to other assay systems. . ,

This general chapter is intended to guide the design and development of a bioassay for a drug substance or product intended
for commercial distribution. Although adoption of this chapter’s recommended methods may be resource intensive during
assay development, early implementation can yield benefits. Lastly, the perspectives and methods described herein are those
recommended from among the many alternatives which contemporary bioassay theory and practice offers.

Focus ON RELATIVE POTENCY

Because of the inherent variability in biological test systems (including that from animals, cells, instruments, reagents, and
day-to-day and between-lab), an absolute measure of potency is more variable than a measure of activity relative to a Standard.
This has led to the adoption of the relative potency methodology. Assuming that the Standard and Test materials are biologically
similar, statistical similarity (a consequence of the Test and Standard similarity) should be present, and the Test sample can be
expected to behave like a concentration or dilution of the Standard. Relative potency is a unitless measure obtained from a
comparison of the dose-response relationships of Test and Standard drug preparations. For the purpose of the relative
comparison of Test to Standard, the potency of the Standard is usually assigned a value of 1 (or 100%). The Standard can be a
material established as such by a national (e.g., USP) or international (e.g., WHO) organization, or it could be an internal
Standard.

1.2 Audience

This chapter is intended for both the practicing bioassay analyst and the statistician who are engaged in developing a
bioassay. The former will find guidance for implementing bioassay structure and methodology to achieve analytical goals while
reliably demonstrating the biological activity of interest, and the latter will gain insights regarding the constraints of biology
that can prove challenging to balance with a rigorous practice of statistics.
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2. BIOASSAY FITNESS FOR USE

To evaluate whether an assay is fit for use, analysts must specify clearly the purpose(s) for performing the bioassay. Common
uses for a bioassay include lot release of drug substance (active pharmaceutical ingredient) and drug product; assessment of
stability; qualification of Standard and other critical reagents; characterization of process intermediates and formulations;
characterization of contaminants and degradation products; and support of changes in the product production process. The
relative accuracy, specificity, precision, and robustness requirements may be different for each of these potential uses. It is a
good strategy to develop and validate a bioassay to support multiple intended uses; for example, a bioassay primarily developed
for batch release may serve other purposes. Decisions about fitness for use are based on scientific and statistical considerations,
as well as practical considerations such as cost, turnaround time, and throughput requirements for the assay.

When assays are used for lot release, a linear-model bioassay may allow sufficient assessment of similarity. For bioassays used
to support stability, comparability, to qualify reference materials or critical reagents, or in association with changes in the
production or assay processes, it is generally useful to assess similarity using the entire concentration-response curve, including
the asymptotes (if present).

2.1 Process Development

Bioassays are generally required in the development and optimization of product manufacturing, including formulation and
scale-up processes. Bioassays can be used to evaluate purification strategies, optimize product yield, and measure product
stability. Because samples taken throughout the process are often analyzed and compared, sample matrix effects that may affect
assay response should be carefully studied to determine an assay’s fitness for use. For relative potency measures, the Standard
material may require dilution into a suitable matrix for quantitation. The bioassay’s precision and accuracy should be sufficient
for measuring process performance or for assessing and comparing the stability of candidate formulations.

2.2 Process Characterization

Bioassays may be performed to assess the effect on drug potency associated with different stages of drug manufacture or
with changes in the manufacturing process (e.g., to demonstrate product equivalence before and after process changes are
made). Bioassays used in this type of application may be qualitative or quantitative.

2.3 Product Release

Bioassays are used to evaluate the potency of the drug before commercial product release. To the extent possible, the assay
should reflect or mimic the product’s known or intended mechanism of action. If the bioassay does not include the functional
biology directly associated with the mechanism of action, it may be necessary to demonstrate a relationship between the
bioassay’s estimated potency determinations and those of some other assay that better or otherwise reflects putative functional
activity.

Foryproduct-release testing, product specifications are established to define a minimum or range of potency values that are
acceptable for product. The precision of the reportable value from the bioassay must support the number of significant digits
listed in the specification (see general chapter Biological Assay Validation (1033)), and, in conjunction with relative accuracy,
support the specification range. In order to meet these specifications, manufacturing quality control will have sufficiently narrow
product release specifications in order to accommodate any loss of activity due to instability and uncertainty in the release assay.

2.4 Process Intermediates

Bioassay assessment of process intermediates can provide information regarding specificity. Formulation and fill strategies
may rely on bioassays in order to ensure that drug product, including that in final container, will meet its established
specifications. For example, unformulated bulk materials may be held and evaluated for potency. Bulks may be pooled with
other bulk lots, diluted, or reworked based on the potency results. For these types of applications, the bioassay must be capable
of measuring product activity in different matrices. In some cases, a separate Standard material is made and is used to calculate

relative potency for the process intermediate.
2.5 Stability

The potency assay may be used to assess biotechnology and vaccine product stability. Information from stability studies,
performed during development under actual and/or accelerated or stressed storage conditions, may be used to establish shelf
life duration as well as to identify and estimate degradation products and degradation rates. Post licensure stability studies may
be used to monitor product stability. Knowledge of both short-term and long-term variability of the bioassay is important to
assure an acceptable level of uncertainty in potency measures obtained.

2.6 Qualification of Reagents
The quantitaﬁve characterization of a new Standard requires an accurate and precise measurement of the new Standard’s
biological activity. This measurement is used either to establish that the new Standard lot is equivalent to the previous lot or to

assign it.a label potency to which Test samples can be compared. Additional replication (beyond routine testing) may be
required to achieve greater precision in the potency measurement of the new Standard material. Additionally, the bioassay may
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be used to qualify a cell culture reagent such as fetal bovine serum. The fitness for use in such cases is tied to the ability of the
assay to screen reagent lots and to ensure that lots that may bias or compromise the relative potency measurements are not
accepted.

2.7 Product Integrity

Biotechnology, biological, and vaccine products may contain a population of heterogeneous material, including the intended
predominant product material. Some process impurities and degradation products may be active, partially active, inactive in,
or antagonistic to, the response measured in the bioassay. For product variants or derivatives for which changes in structure or
relative composition may be associated with subtle yet characteristic changes in the bioassay response (e.g., change in slope
or asymptote), the bioassay may be useful in the detection and measurement of these variants or derivatives. Studies that identify
characteristic changes associated with variants of the intended product help ensure consistent product performance. Whenever
practical, the bioassay should be accompanied by orthogonal methods that are sensitive to product variants, process impurities,
and/or degradation products.

3. BIOASSAY FUNDAMENTALS

3.1 In Vivo Bioassays

In vivo potency assays are bioassays in which sets of dilutions of the Standard and Test materials are administered to animals
and the concentration-response relationships are used to estimate potency. For some animal assays, the endpoint is simple
(e.g., rat body weight gain assay for human growth hormone or rat ovarian weight assay for follicle stimulating hormone), but
others require further processing of samples collected from treated animals (e.g., reticulocyte count for erythropoeitin,
steroidogenesis for gonadotropins, neutrophil count for granulocyte colony stimulating factor, or antibody titer after
administration of vaccines). With the advent of cell lines specific for the putative physiological mechanism of action (MOA), the
use of animals for the measurement of potency has substantially diminished. Cost, low throughput, ethical, and other practical
issues argue against the use of animal bioassays. Regulatory agencies have encouraged the responsible limitation of animal use
whenever possible (see The Interagency Coordinating Committee on the Validation of Alternative Methods, Mission, Vision,
and Strategic Priorities; February 2004). When in vitro activity is not strongly associated with in vivo activity (e.g., EPO), the
combination of an in vitro cell-based assay and a suitable physicochemical method (e.g., IEF, glycan analysis) may substitute
for in vivo assays. However, a need for in vivo assays may remain when in vitro assays cannot detect differences that are critical
in regard to a drug’s intended biological function.

Animals’ physiological responses to biological drugs (including vaccines) may predict patients’ responses. Selection of animal
test subjects by species, strain, gender, and maturity or weight range is guided by the goal of developing a representative and
sensitive model with which to assess the activity of Test samples.

Some assay methods lend themselves to the use of colony versus naive animals. For example, pyrogen and insulin testing
benefit from using experienced colony rabbits that provide a reliable response capacity. if animals recently introduced to the
colony fail to respond as expected after several administrations of a compound, they should be culled from the colony so they
do not cause future invalid or indeterminate assay results. In the case of assaying highly antigenic compounds for pyrogens,
however, naive animals should be used to avoid generating inaccurate or confounded results. Other colony advantages include
common controlled environmental conditions (macro/room, and micro/rack), consistent feeding schedule, provision of water,
and husbandry routine. )

Historical data including colony records and assay data can be used to identify factors that influence assay performance. The
influence of biasing factors can be reduced by applying randomization principles such as distribution of weight ranges across
dose groups, group assignments from shipping containers to different cages, or use of computer-generated or deck patterns
for injection/dosing. A test animal must be healthy and have time to stabilize in its environment to be suitable for use in a
bioassay. Factors that combine to influence an animal’s state of health include proper nutrition, hydration, freedom from
physical and psychological stressors, adequate housing sanitization, controlled light cycle (diurnal/nocturnal), experienced
handling, skillful injections and bleedings, and absence of noise or vibration. Daily observation of test animals is essential for
maintenance of health, and veterinary care must be available to evaluate issues that have the potential to compromise the
validity of bioassay results.

3.2 Ex Vivo Bioassays

Cells or tissues from human or animal donors can be cultured in the laboratory and used to assess the activity of a Test
sample. In the case of cytokines, the majority of assays use cells from the hematopoietic system or subsets of hematopoietic
cells from peripheral blood such as peripheral blood mononuclear cells or peripheral blood lymphocytes. For proteins that act
on solid tissues, such as growth factors and hormones, specific tissue on which they act can be removed from animals,
dissociated, and cultured for a limited period either as adherent or semi-adherent cells. Although an ex vivo assay system has
the advantage of similarity to the natural milieu, it may also suffer from substantial donor-to-donor variability, as well as
challenging availability of appropriate cells.

Bioassays that involve live tissues or cells from an animal (e.g,, rat hepatocyte glucagon method) require process management
similar to that of in vivo assays to minimize assay variability and bias. The level of effort to manage bias (e.g., via randomization)
should be appropriate for the purpose of the assay. Additional factors that may affect assay results include time of day, weight
or maturity of animal, anesthetic used, buffer components/reagents, incubation bath temperature and position, and cell

viability. ‘
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3.3 In Vitro (Cell-Based) Biocassays -

Bioassays using cell lines that respond to specific ligands or infectious agents can be used for lot-release assays. These cell
lines can be derived from tumors, immortalized as factor-dependent cell lines, or engineered cell lines transfected with
appropriate receptors. Additionally, nontransformed cell lines which can be maintained over a sufficient number of passages
(e.g., fibroblasts) may also be used. Regardless of cell line, there is an expectation of adequately equivalent potency response
through some number of continuous passages. Advances in recombinant DNA technology and the understanding of cellular
signaling mechanisms have allowed the generation of engineered cell lines with improved response, stable expression of
receptors and signaling mechanisms, and longer stability. The cellular responses to the protein of interest depend on the drug’s
MOA and the duration of exposure. Such responses include cell proliferation, cell killing, antiviral activity, differentiation,
cytokine/mediator secretion, and enzyme activation. Assays involving these responses may require incubation of the cells over
several days, during which time contamination, uneven evaporation, or other location effects may arise. Comparatively rapid
responses based on an intracellular signaling mechanism—such as second messengers, protein kinase activation, or reporter
gene expression—have proven acceptable to regulatory authorities. Lastly, most cell lines used for bioassays express receptors
for multiple cytokines and growth factors. This lack of specificity may not be detrimental if the Test sample’s specificity is
demonstrated.

Cell-based bioassay design should reflect knowledge of the factors that influence the response of the cells to the active analyte.
Response variability is often reflected in parameters such as slope, EC,, of the concentration-response curve, or the response
range (maximum minus minimum response). Even though relative potency methodology minimizes the effects on potency
estimates of variation in these parameters among assays, and among blocks within an assay, such response variability can make
an assay difficult to manage (i.e., it may be difficult to assess system suitability). Hence, while assay development should be
focused primarily on the properties of potency, efforts to identify and control variation in the concentration-response
relationship are also appropriate. For blocked assays (e.g., multiple cell culture plates in an assay) with appreciable variation in
curve shape among blocks, an analysis that does not properly include blocks will yield inflated estimates of within-assay variation,
making similarity assessment particularly difficult. Two strategies are available for addressing variation among blocks: one, a
laboratory effort to identify and control sources of variation and two, a statistical effort to build and use a blocked design and
analysis. Combining these strategies can be particularly effective.

The development of a cell-based bioassay begins with the selection or generation of a cell line. An important first step when
developing a cell-based assay to assess a commercial product is to verify that the cell line of interest is not restricted to research
use only. To ensure an adequate and consistent supply of cells for product testing, a cell bank should be generated if possible.
To the extent possible, information regarding functional and genetic characteristics of the bioassay’s cell line should be
documented, including details of the cell line’s history from origin to banking. For example, for a recombinant cell line this
might include the identification of the source of the parental cell line (internal cell bank, external repository, etc.), of the DNA
sequences used for transfection, and of the subsequent selection and functional testing regimen that resulted in selection of
the cell line. Ideally, though not always practical, sufficient information is available to permit recreation of a similar cell line if
necessary. Pertinent information may include identity (e.g., isoenzyme, phenotypic markers, genetic analysis); morphology
(e.g., archived photographic images); purity (e.g., mycoplasma, bacteria, fungus and virus testing); cryopreservation; thaw and
culture conditions (e.g., media components, thaw temperature and method, methods of propagation, seeding densities,
harvest conditions); thaw viability (immediately after being frozen and after time in storage); growth characteristics (e.g., cell
doubling times); and functional stability (e.g., ploidy).

Celi characterization and vigilance regarding aspects of assay performance that reflect on cell status are necessary to ensure
the quality and longevity of cell banks for use in the QC environment. The general health and metabolic state of the cells at
the time of bioassay can substantially influence the test results. After a cell line has been characterized and is ready for banking,
analysts typically prepare a two-tiered bank (Master and Working). A Master Cell Bank is created as the source for the Working
Cell Bank. The Working Cell Bank is derived by expansion of one or more vials of the Master Cell Bank. The size of the banks
depends on the growth characteristics of the cells, the number of cells required for each assay, and how often the assay will be
performed. Some cells may be sensitive to cryopreservation, thawing, and culture conditions, and the banks must be carefully
prepared and characterized before being used for validation studies and for regular use in the QC laboratory.

There follow factors that may affect bioassay response and the assessment of potency, that are common to many cell-based
bioassays: cell type (adherent or nonadherent); cell thawing; plating density (at thaw and during seed train maintenance) and
confluence (adherent cells); culture vessels; growth, staging, and assay media; serum requirements (source, heat inactivation,
gamma irradiation); incubation conditions (temperature, CO,, humidity, culture times from thaw); cell harvesting reagents and
techniques (for adherent cells, method of dissociation); cell sorting; cell counting; determination of cell health (growth rate,
viability, yield); cell passage number and passaging schedule; cell line stability (genetic, receptor, marker, gene expression level);
and starvation or stimulation steps. This list is not exhaustive, and analysts with comprehensive understanding and experience
.with the cell line should be involved during assay development. These experienced individuals should identify factors that might
influence assay outcomes and establish strategies for an appropriate level of control whenever possible.

3.4 Standard

The Standard is a critical reagent in bioassays because of the necessity to have a reliable material to which a Test preparation
can be quantitatively compared. The Standard may be assigned a unitage or specific activity that represents fully (100%) potent
material. Where possible, a Standard should be representative of the samples to be tested in the bioassay. Testing performed
to qualify a Standard may be more rigorous than the routine testing used for lot release.

A Standard must be stored under conditions that preserve its full potency for the intended duration of its use. To this end,
the Standard may be stored under conditions that are different from the normal storage of the drug substance or drug product.
These could include a different temperature (e.g., -70° or —20°, instead of 2°-8°), a different container (e.g., plastic vials instead
of syringes), a different formulation (e.g., lyophilizable formulation or the addition of carrier proteins such as human serum
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albumin, stabilizers, etc.). The Standard material should be tested for stability at appropriate intervals. System suitability criteria
of the bioassay such as maximum or background response, ECs, slope, or potency of assay control may be used to detect change
in the activity of the Standard. Accelerated stability studies can be performed to estimate degradation rates and establish
recognizable characteristics of Standard instability. :

At later stages in clinical development, the Standard may be prepared using the manufacturing process employed in pivotal
clinical trials. If the Standard formulation is different from that used in the drug product process, it is important to demonstrate
that the assay’s assessment of similarity and estimate of potency is not sensitive to the differences in formulation. An initial
Standard may be referred to as the Primary Standard. Subsequent Standards can be prepared using current manufacturing
processes and can be designated Working Standards. Separate SOPs may be required for establishing these standards for each
product. Bias in potency measurements sometimes can arise if the activity of the Standard gradually changes. Also, loss of
similarity may be observed if, with time, the Standard undergoes changes in glycosylation. It is prudent to archive aliquots of
each Standard lot for assessment of comparability with later Standards and for the investigation of assay drift.

4. STATISTICAL ASPECTS OF BIOASSAY FUNDAMENTALS

The statistical elements of bioassay development include the type of data, the measure of response at varying concentration,
the assay design, the statistical model, pre-analysis treatment of the data, methods of data analysis, suitability testing, and outlier
analysis. These form the constituents of the bioassay system that will be used to estimate the potency of a Test sample.

4.1 Data

Fundamentally, there are two bioassay data types: quantitative and quantal (categorical). Quantitative data can be either
continuous (not limited to discrete observations; e.g., collected from an instrument), count (e.g., plaque-forming units), or
discrete (e.g., endpoint dilution titers). Quantal data are often dichotomous; for example, life/death in an animal response
model or positivity/negativity in a plate-based infectivity assay that results in destruction of a cell monolayer following
administration of an infectious agent. Quantitative data can be transformed to quantal data by selecting a threshold that
distinguishes a positive response from a negative response. Such a threshold can be calculated from data acquired from a
negative control, as by adding (or subtracting) a measure of uncertainty (such as two or three times the standard deviation of
negative control responses) to the negative control average. Analysts should be cautious about transforming quantitative data
to quantal data because this results in a loss of information. .

4.2 Assumptions

A key assumption for the analysis of most bioassays is that the Standard and Test samples contain the same effective analyte
or population of analytes and thus may be expected to behave similarly in the bioassay. This is termed similarity. As will be
shown in more detail in the general chapter Analysis of Biological Assays (1034) for specific statistical models, biological similarity
implies that statistical similarity is present (for parallel-line and parallel-curve models, the Standard and Test curves are parallel;
for slope-ratio models, the Standard and Test lines have a common intercept). The reverse is not true. Statistical similarity
(parallel lines, parallel curves, or common intercept, as appropriate) does not ensure biological similarity. However, failure to
satisfy statistical similarity may be taken as evidence against biological similarity. The existence of a Standard-Test sample pair
that passes the assessment of statistical similarity is thus a necessary but not sufficient condition for the satisfaction of the key
assumption of biological similarity. Biological similarity thus remains, unavoidably, an assumption. Departures from statistical
similarity that are consistent in value across replicate assays may be indicative of matrix effects or of real differences between
Test and Standard materials. This is true even if the departure from statistical similarity is sufficiently small to support
determination of a relative potency.

In many assays multiple compounds will yield similar concentration—response curves. It may be reasonable to use a biological
assay system to describe or even compare response curves from different compounds. But it is not appropriate to report relative
potency unless the Standard and Test samples contain only the same active analyte or population of analytes. Biological products
typically exhibit lot-to-lot variation in the distribution of analytes (i.e., most biological products contain an intended product
and, at acceptably low levels, some process contaminants that may be active in the bioassay). Assessment of similarity is then,
at least partially, an assessment of whether the distribution of analytes in the Test sample is close enough to that of the
distribution in the Standard sample for relative potency to be meaningful; that is, the assay is a comparison of like to like. When
there is evidence (from methods other than the bioassay) that the Standard and Test samples do not contain the same active
compound(s), the assumption of biological similarity is not satisfied, and it is not appropriate to report relative potency.

Other common statistical assumptions in the analysis of quantitative bioassays are constant variance of the responses around
the fitted model (see section 4.3 Variance Heterogeneity, Weighting, and Transformation for further discussion), normally
distributed residuals (a residual is the difference between an observed response and the response predicted by the model), and
independence of the residuals.

Constant variance, normality, and independence are interrelated in the practice of bioassay. For bioassays with a quantitative
response, a well-chosen data transformation may be used to obtain approximately constant variance and a nearly normal
distribution of residuals. Once such transformation has been imposed, the remaining assumption of independence then remains
to be addressed via reflection of the assay design structure in the analysis model. Independence of residuals is important for
assessing system and sample suitability. ‘
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4.3 Variance Heterogeneity, Weighting, and Transformation

Simple analysis of quantitative bioassay data requires that the data be approximately normally distributed with near constant
variance across the range of the data. For linear and nonlinear regression models, the variance referred to here is the residual
variance from the fit of the model. Constant variance is often not observed; variance heterogeneity may manifest as an increase
in variability with increase in response. If the variances are not equal but the data are analyzed as though they are, the estimate
of relative potency may still be reasonable; however, failure to address nonconstant variance around the fitted concentration—
response model results in an unreliable estimate of within-assay variance. Further, the assessment of statistical similarity may
not be accurate, and standard errors and confidence intervals for all parameters (including a Fieller’s Theorem-based interval
for the relative potency) should not be used. Confidence intervals for relative potency that combine potency estimates from
multiple assays may be erroneous if within-assay error is used for confidence interval calculation.

Constancy of variance may be assessed by means of residual plots, Box-Cox (or power law) analysis, or Levene’s test. With
Levene’s test, rather than relying on the p value, change in the statistic obtained is useful as a basis for judging whether
homogeneity is improved or worsened. Variance is best assessed on a large body of assay data. Using only the variance among
replicates from the current assay is not appropriate, because there are too few data to properly determine truly representative
variances specific to each concentration. Data on variance is sparse during development; it is prudent to re-assess variance
during validation and to monitor it periodically during ongoing use of the assay.

Two methods used to mitigate variance heterogeneity are transformation and weighting. Lack of constant variance can be
addressed with a suitable transformation. Additionally, transformation can improve the normality of residuals and the fit of
some statistical models to the data. A transformation should be chosen for an assay system during development, checked during
validation, used consistently in routine assay practice, and checked periodically. Bioassay data are commonly displayed with
log-transformed concentration; slope-ratio assays are displayed with concentration on the original scale.

Transformation may be performed to the response data as well as to the concentration data. Common choices for a
transformation of the response include log, square root (for counts), reciprocal, and, for count data with known asymptotes,
logit of the percent of maximum response. Log transformations are commonly used, as they may make nearly linear a useful
segment of the concentration-response relationship, and because of the ease of transforming back to the original scale for
interpretation. A log-log fit may be performed on data exhibiting nonlinear behavior. Other alternatives are available; i.e., data
may be transformed by the inverse of the Power of the Mean (POM) function. A POM coefficient of k = 2 corresponds to a log
transformation of the data. For further discussion of relationships between log-transformed and untransformed data, see

Appendix in the general chapter Biological Assay Validation (1033).

" Note that transformation of the data requires re-evaluation of the model used to fit the data. From a statistical perspective
there is nothing special about the original scale of measurement; any transformation that improves accordance with assumptions
is acceptable. Analysts should recognize, however, that transformations, choice of statistical model, and choice of weighting
scheme are interrelated. If a transformation is used, that may affect the choice of model. That is, transforming the response
by a log or square root, for example, may change the shape of the response curve, and, for a linear model, may change the
range of concentrations for which the responses are nearly straight and nearly parallel.

For assays with non-constant variance, a weighted analysis may be a reasonable option. Though weighting cannot address
lack of residual normality, it is a valid statistical approach to placing emphasis on more precise data. Ideally, weights may be
based on the inverse of the predicted within-assay (or within-block) variance of each response where the predictors of variance
are independent of responses observed in a specific assay.

In practice, many bioassays have relatively large variation in log ECs, (compared to the variation in log relative potency)
among assays (and sometimes among blocks within assay). If not addressed in the variance model, this variation in log ECs,
induces what appears to be large variation in response near the mean log EC,,, often yielding too-low weights for observations
near the EC;,,. .

If the assay is fairly stable (low variability in ECy), an alternative is to fook at variance as a function of concentration. While
not ideal, an approach using concentration-dependent variances may be reasonable when the weights are estimated from a
large number of assays, the variances are small, any imbalance in the number of observations across concentrations is addressed
in the variance model, and there are no unusual observations (outliers). This possibility can be examined by plotting the response
variance at each concentration (preferably pooled across multiple assays) against concentration and then against a function of
concentration (e.g., concentration squared). Variance will be proportional to the function of concentration where this plot
approximates a straight line. The apparent slope of this line is informative, in that a horizontal line indicates no weighting is
needed. If a function that yields a linear plot can be found, then the weights are taken as proportional to the reciprocal of that
function. There may be no such function, particularly if the variation is higher (or lower) at both extremes of the concentration
range studied.

Vg\i/hether a model or historical data are used, the goal is to capture the relative variability at each concentration. It is not

- necessary to assume that the absolute level of variability of the current assay is identical to that of the data used to determine
the weighting, but only that the ratios of variances among concentrations are consistent with the historical data or the data
used to determine the variance function.

Appropriate training and experience in statistical methods are essential in determining an appropriate variance-modeling
strategy. Sources of variability may be misidentified if the wrong variance model is used. For example, data may have constant
variation throughout a four-parameter logistic concentration—response curve but can also have appreciable variation in
the EC,, parameter from block to block within the assay, or from assay to assay. If the between-block or between-assay variability
is not recognized, this assay can appear to have large variation in the response for concentrations near the long-term average
value of the EC,. A weighted model with low weights for concentrations near the EC,, would misrepresent a major feature of

such an assay system.

www.webofpharma.com




7326 (1032) / General Information USP 43

4.4 Normality

Many statistical methods for the analysis of quantitative responses assume normality of the residuals. If the normality
assumption is not met, the estimate of relative potency and its standard error may be reasonable, but suitability tests and a
confidence interval for the relative potency estimate may be invalid. Most methods used in this chapter are reasonably robust
to departures from normality, so the goal is to detect substantial nonnormality. During assay development, in order to discover
substantial departure from normality, graphical tools such as a normal probability plot or a histogram (or something similar like
stem-and-leaf or box plots) of the residuals from the model fit may be used. The histogram should appear unimodal and
symmetric. The normal probability plot should approximate a straight line; a normal probability plot that is not straight (e.g.,
curved at one end, both ends, or in the middle) indicates the presence of nonnormality. A pattern about a straight line is an
indication of nonnormality. Nonnormal behavior may be due to measurements that are log normal and show greater variability
at higher levels of response. This may be seen as a concave pattern in the residuals in a normal plot.

Statistical tests of normality may not be useful. As per the previous discussion of statistical testing of constancy of variance,
change of the value of a normality test statistic, rather than reliance on a p value, is useful for judging whether normality is
improved or worsened. As for variance assessment, evaluate normality on as large a body of assay data as possible during
development, re-assess during validation, and monitor periodically during ongoing use of the assay. Important departures from
normality can often be mitigated with a suitable transformation. Failure to assess and mitigate important departure from
normality carries the risks of disabling appropriate outlier detection and losing capacity to obtain reliable estimates of variation.

4.5 Linearity of Concentration-Response Data

Some bioassay analyses assume that the shape of the concentration-response curve is a straight line or approximates a
straight line over a limited range of concentrations. In those cases, a linear-response model may be assessed to determine if it
is justified for the data in hand. Difference testing methods for assessing linearity face the same problems as do difference testing
methods applied to parallelism—more data and better precision make it more likely to detect nonlinearity. Because instances
in which lack of linearity does not affect the potency estimate are rare, analysts should routinely assess departure from linearity
if they wish to use a linear-response model to estimate potency.

If an examination of a data plot clearly reveals departure from linearity, this is sufficient to support a conclusion that linearity
is not present. High data variability, however, may mask departure from linearity. Thus a general approach for linearity can
conform to that for similarity, developed more elaborately in section 4.7 Suitability Testing, Implementing Equivalence Testing for
Similarity (parallelism).

1. Specify a measure of departure from linearity which can either combine across samples or be sample specific. Possibilities

include the nonlinearity sum of squares or quadratic coefficients.

2. Use one of the four approaches in Step 2 of Implementing Equivalence Testing for Similarity (parallelism) to determine,

during development, a range of acceptable values (acceptance interval) for the measure of nonlinearity.

3. Determine a 90% two-sided confidence interval on the measure on nonlinearity, following the Two One-Sided Test

(TOST) procedure, and compare the result to the acceptance interval as determined in (2).

Often a subset of the concentrations measured in the assay will be selected in order to establish a linear concentration-
response curve. The subset may be identified graphically. The concentrations at the extreme ends of the range should be
examined carefully as these often have a large impact on the slope and calculations derived from the slope. If, in the final assay,
the intent is to use only concentrations in the linear range, choose a range of concentrations that will yield parallel straight lines
for the relative potencies expected during routine.use of the assay; otherwise, the assay will fail parallelism tests when the
gotency produces assay response values outside the linear range of response. When potency is outside the linear range, it may

e appropriate to adjust the sample concentration based on this estimated potency and test again in order to obtain a valid
potency result. The repeat assays together with the valid assays may generate a biased estimate of potency because of the
selective process of repeating assays when the response is in the extremes of the concentration-response curve.

The problem is more complex in assays where there is even modest variation in the shape or location of the concentration—-
response curve from run to run or from block to block within an assay. In such assays it may be appropriate to choose subsets
for each sample in each assay or even in each block within an assay. Note that a fixed-effects model will mask any need for
different subsets in different blocks, but a mixed-effects model may reveal and accommodate different subsets in different blocks
(see section 4.9 Fixed and Random Effects in Models of Bioassay Response).

Additional guidance about selection of data subset(s) for linear model estimation of relative potency includes the following:
use at least three, and preferably four, adjacent concentrations; require that the slope of the linear segment is sufficiently steep;
require that the fines fit to Standard and Test samples are straight; and require that the fit regression lines are parallel. One way
to derive a steepness criterion is to compute a t-statistic on the slope difference from zero. If the slope is not significant the
bioassay is likely to have poor performance; this may be observed as increased variation in the potency results. Another aspect
that supports requiring adequate steepness of slope is the use of subset selection algorithms. Without a slope steepness
criterion, a subset selection algorithm that seeks to identify subsets of three or more contiguous data points that are straight
and parallel might select concentrations on an asymptote. Such subsets are obviously inappropriate to use for potency
estimation. How steep or how significant the steepness of the slope should be depends on the assay. This criterion should be
set during assay development and possibly refined during assay validation.

4.6 Common Bioassay Models
Most bioassays consist of a series of concentrations or dilutions of both a Test sample and a Standard material. A mathematical

model is fit to the concentration-response data, and a relative potency may then be calculated from the parameters of the
model. Choice of model may depend on whether quantitative or qualitative data are being analyzed.
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For quantitative data, models using parallel response profiles which support comparative evaluation for determining relative
potency may provide statistical advantages. If such a model is used, concentrations or dilutions are usually scaled geometrically,
e.g., usually in two-fold, log, or half-log increments. If a slope-ratio model is used, concentrations or dilutions can be equally
spaced on concentration, rather than log concentration. Several functions may be used for fitting a parallel response model to
quantitative data, including a linear function, a higher-order polynomial function, a four-parameter logistic (symmetric sigmoid)
function, and a five-parameter logistic function for asymmetric sigmoids. Such functions require a sufficient number of
concentrations or dilutions to fit the model. To assess lack of fit of any model it is necessary to have at least one, and preferably
several, more concentrations (or dilutions) than the number of parameters that will be estimated in the model. Also, at least
one, and better, two, concentrations are commonly used to support each asymptote.

Alinear model is sometimes selected because of apparent efficiency and ease of processing. Because bioassay response profiles
are usually nonlinear, the laboratory might perform an experiment with a wide range of concentrations in order to identify the
approximately linear region of the concentration-response profile. For data that follow a four-parameter logistic model, these
are the concentrations near the center of the response region, often from 20% to 80% response when the data are rescaled to
the asymptotes. Caution is appropriate in using a linear model because for a variety of reasons the apparently linear region may
shift. A stable linear region may be identified after sufficient experience with the assay and with the variety of samples that are
expected to be tested in the assay. Data following the four-parameter logistic function may also be linearized by transformation.
The lower region of the function is approximately linear when the data are log transformed (log-log fit).

Quantal data are typically fit using more complex mathematical models. A probit or logit model may be used to estimate a
percentile of the response curve (usually the 50th percentile) or, more directly, the relative potency of the Test to the Standard.
Spearman-Kérber analysis is a non-modeling method that may be employed for determining the 50th percentile of a quantal
concentration-response curve.

4.7 Suitability Testing

System suitability and sample suitability assessment should be performed to ensure the quality of bioassay results. System
suitability in bioassay, as in other analytical methods, consists of pre-specified criteria by which the validity of an assay (or,
perhaps, a run containing several assays) is assessed. Analysts may assess system suitability by determining that some of the
parameters of the Standard response are in their usual ranges and that some properties (e.g., residual variation) of the data are
in their usual range. To achieve high assay acceptance rates, it is advisable to accept large fractions of these usual ranges (99%
or more) and to assess system suitability using only a few uncorrelated Standard response parameters. The choice of system
suitability parameters and their ranges may also be informed by empirical or simulation studies that measure the influence of
changes in a parameter on potency estimation.

Sample suitability in bioassay is evaluated using pre-specified criteria for the validity of the potency estimate of an individual
Test sample, and usually focuses on similarity assessment. System and sample suitability criteria should be established during
bioassay development and before bioassay validation. Where there is limited experience with the bioassay, these criteria may

be considered provisional.
SYSTEM SUITABILITY

System suitability parameters may be selected based on the design and the statistical model. Regardless of the design and
model, however, system suitability parameters should be directly related to the quality of the bioassay. These parameters are
generally based on standard and control samples. In parallel-line assays, for example, low values of the Standard slope typically
yield estimates of potency with low precision. Rather-than reject assays with low slope, analysts may find it more effective to
use additional replicate assays until the assay system can be improved to consistently yield higher-precision estimates of potency.
It may be particularly relevant to monitor the range of response levels and location of asymptotes associated with controls or
Standard sample to establish appropriate levels of response. A drift or a trend in some of the criteria may indicate the degradation
of a critical reagent or Standard material. Statistical process control (SPC) methods should be implemented to detect trends in
system suitability parameters.

Two common measures of system suitability are assessment of the adequacy of the model (goodness of fit) and of precision.
With replicates in a completely randomized design, a pure error term may be separated from the assessment of lack of fit. Care
should Ee taken in deriving a criterion for lack of fit; the use of the wrong error term may result in an artificial assessment. The
lack of fit sum of squares from the mode! fit to the Standard may, depending on the concentrations used and the way in which
the data differ from the model, be a useful measure of model adequacy. A threshold may be established, based on sensitivity
analysis (assessment of assay sensitivity to changes in the analyte) and/or historical data, beyond which the lack of fit value
indicates that the data are not suitable. Note that the Test data are not used here; adequacy of the model for the Test is part

.of sample suitability. ‘ ‘

For assessment of precision, two alternatives may be considered. One approach uses the mean squared error (residual
variance) from the model fit to the Standard alone. Because this approach may have few degrees of freedom for the variance
estimate, it may be more useful to use a pooled mean squared error from separate model fits to Standard and Test. Once the
measure is selected, use historical data and sensitivity analysis to determine a threshold for acceptance.

SAMPLE SUITABILITY
Sample suitability in bioassay generally consists of the assessment of similarity, which can only be done within the assay

range. Relative potency may be reported only from samples that both show similarity to Standard, exhibit requisite quality of
model fit, and have been diluted to yield an EC, (and potency) within the range of the assay system.
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SIMILARITY

in the context of similarity assessment, classical hypothesis (difference) testing evaluates a null hypothesis that a measure (a
nonsimilarity parameter measuring the difference between Standard and Test concentration-response curves) is zero, with an
implicit alternative hypothesis that the measure is non-zero or the statistical assumptions are not satisfied. The usual (“difference
test”) criterion that the p-value must be larger than a certain critical value in order to declare the sample similar to reference
.controls the probability that samples are falsely declared nonsimilar; this is the producer’s risk of failing good samples. The
consumer’s risk (the risk that nonsimilar samples are declared similar) is controlled via the precision in the nonsimilarity measure
and amount of replication in the assay; typically these are poorly assessed, leaving consumer risk uncontrolled.

In contrast to difference testing, equivalence testing for similarity (assessing whether a 90% confidence interval for a measure
of nonsimilarity is contained within specified equivalence bounds) allows only a 5% probability that samples with nonsimilarity
measures outside the equivalence boundaries will be declared similar (controlling the consumer’s risk). With equivalence testing
it is practical to examine and manage the producer’s risk by ensuring that there is enough replication in the assay to have good
precision in estimating the nonsimilarity measure(s).

For the comparison of slopes, difference tests have traditionally been used to establish parallelism between a Test sample
and the Standard sample. Using this approach the laboratory cannot conclude that the slopes are equal. The data may be too
variable, or the assay design may be too weak to establish a difference. The laboratory can, however, conclude that the slopes
are sufficiently similar using the equivalence testing approach.

Equivalence testing has practical advantages compared to difference testing, including that increased replication yielding
improved assay precision will increase the chances that samples will pass the similarity criteria; that decreased assay replication
or precision will decrease the chances that samples will pass the similarity criteria; and that sound approaches to combining
data from multiple assays of the same sample to better understand whether a sample is truly similar to Standard or not are
obtained. )

Because of the advantages associated with the use of equivalence testing in the assessment of similarity, analysts may
transition existing assays to equivalence testing or may implement equivalence testing methods when changes are made to
existing assays. In this effort, it is informative to examine the risk that the assay will fail good samples. This risk depends on the
precision of the assay system, the replication strategy in the assay system, and the critical values of the similarity parameters
(this constitutes a process capability analysis). One approach to transitioning an established assay from difference testing to
equivalence testing (for similarity) is to use the process capability of the assay to set critical values for similarity parameters. This
approach is reasonable for an established assay because the risks (of falsely declaring samples similar and falsely declaring
samples nonsimilar) are implicitly acceptable, given the assay’s history of successful use.

Similarity measures may be based on the parameters of the concentration-response curve and may include the slope for a
straight parallel-line assay; intercept for a slope-ratio assay; the slope and asymptotes for a four-parameter logistic parallel-line
assay; or the slope, asymptotes, and nonsymmetry parameterin a five-ﬁarameter sigmoid model. In some cases, these similarity
measures have interpretable, practical meaning in the assay; certain changes in curve shape, for example, may be associated
with specific changes (e.g., the presence of a specific active contaminant) in the product. When possible, discussion of these
changes and their likely effects is a valuable part of setting appropriate equivalence boundaries. -

IMPLEMENTING EQUIVALENCE TESTING FOR SIMILARITY (PARALLELISM)

As previously stated, many statistical procedures for assessing similarity are based on a null hypothesis stating that similarity
is present and the alternative hypothesis of there being a state of nonsimilarity. Failure to find that similarity is statistically
improbable is then taken as a conclusion of similarity. In fact, however, this failure to establish a probabilistic basis for
nonsimilarity does not prove similarity. Equivalence testing provides a method for the analyst to proceed to a conclusion (if
warranted by the data) of sufficiently similar while controlling the risk of doing so inappropriately. The following provides a
sequence for this process of implementing equivalence testing.

Step 1: Choose a measure of nonsimilarity.

For the parallel-line case, this could be the difference or ratio of slopes. (The ratio of slopes can be less sensitive to the value
of the slope. Framing the slope difference as a proportional change from Standard rather than in absolute slope units has an
advantage because it is invariant to the units on the concentration and response axes.) For a slope-ratio assay, the measure of
nonsimilarity can be the difference in y-intercepts between Test and Standard samples. Again, it can be advantageous to frame
this difference as a proportion of the (possibly transformed) response range of Standard to make the measure invariant to the
units of the response.

The determination of similarity could be based on the individual parameters, one at a time; for the four-parameter logistic
model, similarity between Standard and Test samples can be assessed discretely for the upper asymptote, the slope, and the
lower asymptote. If sigmoid curves with additional parameters are used to fit bioassay data, it is also important to consider
addressing similarity between Standard and Test preparations of the additional curve parameters (e.g., asymmetry parameter
of the five-parameter model). Alternatively, evaluation of similarity can be based on a single composite measure of
nonparallelism, such as the parallelism sum of squares. This is found as the difference in residual sum of squared errors (RSSE)
between the value obtained from fitting the Standard and Test curves separately and the value obtained from imposing
parallelism:

Parallelism sum of squares = RSSE, — RSSE, — RSSE,

where the subscripts P, S, and T denote Parallel model, Standard model, and Test model, respectively. With any composite

measure, the analyst must consider the implicit relative weighting of the importance of the three (or more) curve regions and
whether the weighting is appropriate for the problem at hand. For the parallelism sum of squares, for example, with nonlinear
models, the weighting given to the comparison of the asymptotes depends on the amount of data in the current assay on and

near the asymptotes.
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Step 2: Specify a range of acceptable values, typically termed an equivalence interval or “indifference zone,” for the measure of
nonsimilarity. .

The challenge in implementing equivalence testing is in setting appropriate equivalence bounds for the nonsimilarity
measures. [deally, information is available to link variation in similarity measures to meaningful differences in biological function
(as measured by the bioassay). Information may be available from evaluation of orthogonal assays. The following four
approaches can be used to determine this interval. If pharmacopeial limits have been specified for a defined measure of
nonsimilarity, then the assay should satisfy those requirements.

a. The first approach is to compile historical data that compare the Standard to itself and using these data to determine
the equivalence interval as a tolerance interval for the measure of nonparallelism. The advantage of using historical data
is that they give the laboratory control of the false failure rate (the rate of failing a sample that is in fact acceptable). The
disadvantage is that there is no control of the false pass rate (the rate’of passing a sample that may have an unacceptable
difference in performance relative to the Standard). The equivalence interval specification developed in this way is based
solely on assay capability. Laboratories that use this approach should take caution that an imprecise assay in need of
improvement may yield such a wide equivalence interval that no useful discrimination of nonsimilarity is possible.
b. Approach (a) is simple to implement in routine use and can be used with assay designs that do not provide reliable
estimates of within-assay variation and hence confidence intervals. However, there is a risk that assays with larger than
usual amounts of within-assay variation can pass inappropriately. The preferable alternative to (a) is therefore to
determine a tolerance interval for the confidence interval for the measure of nonparallelism. The following is particularly
appropriate to transition an existing assay with a substantial body of historical data on both Standard and Test samples
from a difference testing approach to an equivalence approach: :

i. For each value of the measure of nonparallelism from the historical data, determine a 95% confidence interval,

(m,n).

ii. For each confidence interval, determine its maximum departure from perfect parallelism. This is max(jm|, |n|) for

differences, max(1/m,n) for ratios, and simply n for quantities that must be positive, such as a sum of squares.

iii. Determine a tolerance interval for the maximum departures obtained in (ii). This will be a one-sided tolerance

interval for these necessarily positive quantities. A nonparametric tolerance interval approach is preferred.

iv. “Sufficiently parallel” is concluded for new data if the confidence interval for the measure of nonparallelism falls

completely within the interval determined in (iii).

Approaches (a) and (b), through their reliance on assay capability, control only the false fail rate, and neglect the

false pass rate. Incorporating information from sources other than the evaluation of assay capability provides control

of the false pass rate. Approaches (c) and (d) are means to this end.
c. The third approach starts with historical data comparing the Standard to itself and adds data comparing the Standard
to known failures, e.g., to degraded samples. Compare values of the measure of nonsimilarity for data for which a
conclusion of similarity is appropriate (Standard against itself) and data for which a conclusion of similarity is not
appropriate, e.g., degraded samples. Based on this comparison, determine a value of the measure of nonsimilarity that
discriminates between the two cases. If this approach is employed, a range of samples for which a conclusion of similarity
is not appropriate should be utilized, including samples with the minimal important nonsimilarity. For nonlinear models,
this comparison also can be used to determine which parameters should be assessed; some may not be sensitive to the
failures that can occur with the specific assay or collection of nonsimilar samples.
d. The fourth approach is based on combining a sensitivity analysis of the assay curve to nonsimilarity parameters with
what is known about the product and the assay. It is particularly helpful if information is available that links a shift in one
or more nonsimilarity measures to properties of the product. These measures may be direct (e.g., conformational changes
in a protein) or indirect (e.g., changes in efficacy or safety in an animal model). A complementary approach is provided
by a limited sensitivity analysis that combines analyst and biologist judgment regarding the magnitude of shifts in a
nonsimilarity parameter that are meaningful, with simulation and/or laboratory experiments, to demonstrate thresholds
for similarity parameters that provide protection against important nonsimilarity. Additionally, risk analysis may be
informed by the therapeutic index of the drug.

Step 3. Examine whether the value of the nonsimilarity measure is found within the equivalence interval of acceptable values.

For approaches (a) and (b), compare the obtained value of the measure of nonparallelism (a) or its confidence interval (b)
to the interval obtained at the beginning of Step 2. The value must be within the limits if one uses (a), or the confidence interval
must be completely within the limits if one uses (b).

An aiternative to the approach described above [for (a)] is to use an average (historical) value for the variance of the ratio or
difference in a similarity parameter—obtained from some number of individual assays—to compute an acceptance interval for a
point estimate of the similarity parameter. This approach is simpler to implement in routine use and can be used with assay
designs that are unable to provide reliable estimates of within-assay variation. However, there is a price. The equivalence testing
approach that relies on assay-specific (within-assay) measure(s) of variation (i.e., the confidence intervals) is conservative in the
sense that it will fail to pass similarity for samples from assays that have larger than usual amounts of within-assay variation.
Using an acceptance region for a similarity parameter—-rather than an acceptance region for confidence intervals for the
similarity parameter—Ioses this conservative property and hence is not preferred where alternatives exist.

For approach (c), an approach that essentially treats the parallelism as a discrimination problem may be used. The choice of
the cut point in (c) should take into account the rates of false positive and false negative decisions (and the acceptable risks to
the laboratory) and should reflect the between-assay variability in precision. Thus it is reasonable to compare the point estimate
of the measure of nonparallelism to the cut point and to not use confidence intervals. This approach is simpler to implement
in routine use and can be used with assay designs that cannot provide reliable estimates of within-assay variation.

For approach (d), demonstrate that the measure of nonsimilarity is significantly. greater than the lower endpoint of the
acceptance interval and significantly less than the upper endpoint. (If the acceptance interval is one-sided, then apply only the
single applicable test.) This is use of the TOST approach. For most situations, TOST can be most simply implemented by
calculating a 90% two-sided confidence interval, which corresponds to a 5% equivalence test. If this confidence interval lies
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entirely within the equivalence interval specified at the beginning of Step 2, then similarity is sufficiently demonstrated. For
parallel-line models, one can use either (1) a confidence interval based on the value of the difference of the slopes tk times the
standard error of that value, or (2) Fieller’s Theorem for the ratio of slopes may be used. For slope ratio models use the confidence
interval for the difference of intercepts. For nonlinear models, there is evidence that these simple confidence interval methods
do not attain the stated level of confidence, and methods based on likelihood profile or resampling are more appropriate.

RANGE

The range for a relative potency bioassay is the interval between the upper and lower relative potencies for which the bioassay
is shown to have suitable levels of precision, relative accuracy, linearity of log potency, and success rates for system and sample
suitability. It is straightforward to determine whether or not a sample that is similar to a Standard has a relative potency within
the (validated) range of the assay system. For samples that are not similar according to established criteria, it is more challenging
to determine whether a relative potency estimate for the sample might be obtained. In a nonlinear parallel-line assay a sample
that does not have data on one asymptote might be assumed to be out of the potency range of the assay. In a parallel
straight-line assay a sample that does not have three or more points on the steep portion of the response curve may be out of
the potency range of the assay. For samples that have not been shown to be similar to reference it is not appropriate to report
potency or to construct a ratio of ECs,s from unrestricted fits. As such samples may be out of the assay range, it may be useful
to shift the dilution of the test sample for a subsequent assay on the basis of an estimate of relative activity. This estimated
relative activity may be obtained via the ratio of the concentrations of Standard and Test that yields responses that match the
reference response at the reference EC,.

4.8 Outliers

Bioassay data should be screened for outliers before relative potency analysis. Outliers may be simple random events or a
signal of a systematic problem in the bioassay. Systematic error that generates outliers may be due to a dilution error at one or
more concentrations of a Test sample or the Standard or due to a mechanical error (e.g., system malfunction). Several
approaches for outlier detection can be considered. Visual inspection is frequently utilized but should be augmented with a
more objective approach to avoid potential bias.

An outlier is a datum that appears not to belong among the other data present. An outlier may have a distinct, identifiable
cause, such as a mistake in the bench work, equipment malfunction, or a data recording error, or it could just be an unusual
value relative to the variability typically seen and may appear without an identifiable cause. The essential question pertaining
to an outlier becomes: Is the apparent outlier sampled from the same population as the other, less discordant, data, or is it from
another population? If it comes from the same population and the datum is, therefore, an unusual (yet still legitimate) value
obtained by chance, then the datum should stand. If it comes from another population and the datum'’s excursive value is due
to human error or instrument malfunction, then the datum should be omitted from calculations. In practice, the answer to this
essential question is often unknown, and investigations into causes are often inconclusive. Outlier management relies on
procedures and practices to yield the best answer possible to that essential question and to guide response accordingly.

General chapter Analytical Data—Interpretation and Treatment (1010) addresses outlier labeling, identification, and rejection;
statistical methods are included. General chapter (1010) also lists additional sources of information that can provide a
comprehensive review of the relevant statistical methodology. General chapter (1010) makes no explicit remarks regarding
outlier analysis in linear or nonlinear regression. Outlier analysis techniques appropriate for data obtained from regression of
response on concentration can be used. Some remarks about outliers are provided here in the context of bioassays to emphasize
or complement the information in (1010).

Of the procedures employed for analysis of drug compounds and biological drugs, the bioassay may be expected to be the
most prone to outlying J;ta. The management of outliers is appropriate with bioassay data on at least two levels: where an
individual datum or a group of data (e.g., data at a concentration) can be checked against expected responses for the sample
and concentration; and, separately, when estimates of relative potency from an assay can be checked for consistency with other
independent estimates of the potency of the same material.

Three important aspects of outlier management are prevention, labeling, and identification.

.Outlier prevention is preferred for obvious reasons, and is facilitated by procedures that are less subject to error and by checks
that are sensitive to the sorts of errors that, given the experience gained in assay development, may be expected to occur. In
effect, the error never becomes an outlier because it is prevented from occurring. :

Good practice calls for the examination of data for outliers and labeling (“flagging”) of the apparently outlying observation(s)
for investigation. If investigation finds a cause, then the outlying datum may be excluded from analysis. Because of the ordinary
occurrence of substantial variability in bioassay response, a laboratory’s investigation into the outlying observation is likely to
yield no determinable cause. However, the lack of evidence regarding an outlier’s cause is not a clear indication that statistical
outlier testing is warranted. Knowledge of the typical range of assay response variability should be the justification for the use
of statistical outlier tests.

Outlier identification is the use of rules to confirm that the values are inconsistent with the known or assumed statistical
model. For outliers with no determined cause, it is tempting to use statistical outlier identification procedures to discard unusual
values. Discarding data solely because of statistical considerations should be a rare event. Faisely discarding data leads to overly
optimistic estimates of variability and can bias potency estimates. The laboratory should monitor the failure rate for its outlier
procedure and should take action when this is significantly higher than expected.

Statistical procedures for outlier identification depend on assumptions about the distribution of the data without outliers.
ldentification of data as outliers may mean only that the assumption about distribution is not correct. If dropping outliers
because of statistical considerations is common, particularly if outliers tend to occur more often at high values or at high
responses, then this may be an indication that the data require some adjustment, such as log transformation, as part of the
assay procedure. Two approaches to statistical assessment of outlying data are replication-based and model-based.
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REPLICATION-BASED APPROACHES

When replicates are performed at concentrations of a Test sample and the Standard, an “extra variability” (EV) criterion may
be employed to detect outliers, Historical data can be analyzed to determine the range in variability commonly observed among
replicates, and this distribution of ranges can be used to establish an extreme in the range that might signal an outlier. Metrics
that can be utilized are the simple range (maximum replicate minus minimum replicate), the standard deviation, or the CV or
RSD among replicates. However, if the bioassay exhibits heterogeneity of variability, assumptions about uniform scatter of data
are unsupported. Analysts can use a variable criterion across levels in the bioassay, or they can perform a transformation of the
data to a scale that yields homogeneity of variability. Transformation can be performed with a POM approach as discussed
pf:evi&ugly. Wl'cxiere heterogeneity exists nonnormality is likely present, and the range rather than standard deviation or RSD
should be used.

The actions taken upon detection of a potential outlier depend in part on the number of replicates. If EV is detected within a
pair (n = 2) at a concentration of a Test sample or the Standard, it will not always be clear which of the replicates is aberrant,
and the laboratory should eliminate the concentration from further processing. If more than two replicates are performed at
each dilution the laboratory may choose to adopt a strategy that identifies which of the extremes may be the outlier.
Alternatively, the laboratory may choose to eliminate the dilution from further processing.

MODEL-BASED APPROACHES

Model-based approaches may be used to detect outliers within bioassay data. These approaches use the residuals from the
fit of an appropriate model. In general, if using model-based methods to identify potential outliers, the models used may make
fewer assumptions about the data than the models used to assess suitability and estimate potency. For example, a
non-parametric regression (smoothing) model may be useful.

Lastly, an alternative to discarding outlying data is to use robust methods that are less sensitive to influence by outlying
observations. Use of the median rather than the mean to describe the data’s center exemplifies a robust perspective. Also,
regression using the method of least squares, which underlies many of the methods in this chapter, is not robust in the presence
of outliers. The use of methods such as robust regression may be appropriate but is not covered in the USP bioassay chapters.

4.9 Fixed and Random Effects in Models of Bioassay Response

The choice of treating factors as fixed or random is important for the bioassay design, the development experiments, the
statistical analysis of data, and the bioassay validation. Fixed effects are factors for which all levels, or all levels of interest, are
discretely present, like sample, concentration, temperature and duration of thaw, and incubation time. Data for a response at
some level, or combination of levels, of a fixed factor, can predict future responses. Fixed effects are expected to cause a
consistent shift in responses. Analysts study fixed effects by controlling them in the design and examining changes in means
across levels of the factor. :

Random effects are factors of which the levels in a particular run of an assay are considered representative of levels that could
be present. That is, there is no expectation that any specific value of the random factor will influence response. Rather, that
value may vary subject to some expected distribution of values and thus may be a source of variability. For example, there is
no desire to predict assay response for a specific day, but there is interest in predicting the variation in response associated with
the factor “day”. Examples of random effects include reagent lot, operator, or day if there is no interest in specific reagent lots,
operators, or day as sources of variability. Analysts may study random effects by measuring the variance components
corresponding to each random effect. Variance components can be estimated well only if there are an appreciable number of
levels of each random effect. If there are, for example, only two or three reagent lots or analysts present, the variation associated
with these factors will be poorly estimated.

Making a correct choice regarding treating a factor as fixed or random is important to the design of the assay and to proper
reporting of its precision. Treating all factors as fixed, for example, leads to an understatement of assay variability because it
ignores all sources of variability other than replication. The goal is to identify specific sources of variability that can be controlled,
to properly include those factors in the design, and then to include other factors as random.

Iif the factor may switch from random to fixed effect or vice versa, the factor should normally be modeled as a random effect.
For example, reagent lots cannot be controlled, so different lots are typically considered to cause variability, and reagent lot
would be considered a random effect. However, if a large shift in response values has been traced to a particular lot, a comparison
among a set of lots could be performed using reagent lot as a fixed effect. Similarly, within-assay location (e.g., block, plate,
plate row, plate column, or well) or sequence may be considered a source of random variation or a source of a consistent (fixed)
effect.

. Assay designs that consist of multiple factors are efficient, but require corresponding statistical techniques that incorporate
the factors as fixed or random effects in the analysis. If all factors are fixed, the statistical model is termed a fixed-effects model.
If all are random, it is termed a random-effects model. If some factors are fixed and some random, the model is a mixed-effects
model. Note that the concepts of fixed and random effects apply to models for quantitative, qualitative and integer responses.
For assay designs that include multiple experimental units (e.g., samples assigned to sets of tubes and concentrations assigned
to pre-plate tubes) a mixed-effects model in which the experimental units are treated as random effects is particularly effective.
Additional complexity is added by the presence of designs with crossed random effects (e.g., each operator used material from
one or more reagent batches, but-many reagent batches were used by multiple operators). This can cause methodological and
computational challenges for model fitting, especially when the designs are unbalanced.
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5. STAGES IN THE BIOASSAY DEVELOPMENT PROCESS

Given the ubiquity of cell-based assays and the motivation to use one bioassay system to provide context for discussion, the
development of a cell-based bioassay will be used to illustrate the stages in the bioassay development continuum.

5.1 Design: Assay Layout, Blocking, and Randomization

Most cell-based assays are performed using a cell culture plate (6-, 12-, 96-, or 384-well micro titer plate). Ideally, a plate is
able to provide a uniform substrate for experimental treatments in all wells, including after wash steps and incubations. However,
regardless of assay conditions intended to minimize the potential for bias (e.g., good analyst technique, careful calibration of
pipets, controlled incubation time, and temperature), systematic gradients on the plate, independent of experimental
treatments, may be observed. These gradients may occur across rows, across columns, or from the edge to the center of the
plate and are often called plate effects. Even moderate or inconsistent plate effects should be addressed during assay
development, by means of plate layout strategies, blocking, randomization, and replication.

Plate effects can be evaluated in a uniformity trial in which a single experimental treatment, such as an assay concentration
chosen from the middle section of the concentration-response curve, is used in all wells of the plate. Figure 1 provides an
example of what may be observed; a trend of decreasing signal is evident from right to left. In this case, it was discovered that
the plate washer was washing more briskly on the left side of the plate, and required adjustment to provide uniform washing
intensity and eliminate the gradient. Another common plate effect is a differential cell-growth pattern in which the outer wells
of the plate grow cells in such a way that the assay signal is attenuated. This is such a persistent problem that the choice is often
made to not use the outer wells of the assay plate. Because location effects are so common, designs that place replicates (e.g.,
of sample by concentration combinations) in adjacent wells should be avoided.

Uniformity
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Figure 1. Plot of change in assay response across a plate.

‘Blocking is the grouping of related experimental units in experimental designs. Blocks may consist of individual 96-well plates,
sections of 96-well plates, or 96-well plates grouped by analyst, day, or batch of cells. The goal is to isolate any systematic effects
so that they do not obscure the effects of interest. A complete block design occurs when all levels of a treatment factor (in a
bioassay, the primary treatment factors are sample and concentration) are applied to experimental units for that factor within a
single block. An incomplete block design occurs when the number of levels of a treatment factor exceeds the number of
experimental units for that factor within the block.

Randomization is a process of assignment of treatment to experimental units based on chance so that all such experimental
units have an equal chance of receiving a given treatment. Although challenging in practice, randomization of experimental
treatments has been advocated as the best approach to minimizing assay bias or, more accurately, to protecting the assay
results from known and unknown sources of bias by converting bias into variance. While randomization of samples and
concentrations to individual plate wells may not be practical, a plate layout can be designed to minimize plate effects by
alternating sample positions across plates and the pattern of dilutions within and across plates. Where multiple plates are
required in an assay, the plate layout design should, at a minimum, alternate sample positions across plates within an assay run
to accommodate possible bias introduced by the analyst or equipment on a given day. It is prudent to use a balanced rotation
of layouts on plates so that the collection of replicates (each of which uses a different layout) provides some protection against
likely sources of bias. .

Figure 2 illustrates a patterned assay design that lacks randomization and is susceptible to bias. Dilutions and replicates of
the Test preparations (A and B) and the Standard (R) are placed together sequentially on the plate. Bias due to a plate or
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incubator effect can influence some or all of the concentrations of one of the samples. Note that in Figures 2 through 5 all outer
plate wells are left as blanks to protect against edge effect.
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Figure 2. A highly patterned plate.

A layout that provides some protection from plate effects and can be performed manually is a strip-plot design, shown in
Figure 3. Here samples are randomized to rows of a plate and dilution series are performed in different directions in different
sections (blocks) on the plate to mitigate bias across columns of the plate. An added advantage of the strip-plot design is the
ability to detect location effects by the interaction of sample and dilution direction (left-to-right or right-to-left).

1 2 3 4 56 7 8 910 11 12

A @ G e : "\
: AR Ry SRR SRS R SR R ._!a
B | €53 R JR2 [ R3 {Ra {R5 Re { R7 [ R8 | Re fR10EEE
ol S
C | E3Y a1 Y a2 a3 asYAas§Aac A7 {As §A0 Ja10fEs
D | €)1 (B2 I B3 )B4 {|B5 | B6 {B7 {8 B0 fB10fE
!h'i" <
E -f:,'...f-mo Ro {Rs J(R7 | Re | R { Ra { Rs Y R2 Jr1 fiid)
o e
F | EE3r1of o) asYAT} Ac)fAsY A} A3 A2)A1 i
G €= (B1of Be { Ba | B7{ B6( BS | B4 | B3 | B2{{ B1 fiE)
ﬁ_ F:’ E A Ay (A m e, (Xt A e R ek (e ?Eﬁ
H \&'- S e ura " aaly e’ s a5 i .ﬁ@

Figure 3. A strip-plot design.

Figure 4 illustrates an alternation of Test (Test sample 1 = “1”; Test sample 2 = “2") and Standard (“R”) positions on multiple
plates, within a single assay run; this protects against plate row effects. Combining the two methods illustrated if Figures 3 and
4 can effectively help convert plate bias into assay variance. Assay variance may then be addressed, as necessary, by increased
assay replication (increased number of plates in an assay).
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Plate Row Plate 1 Plate 2 Plate 3
B R 2 1
C 1 R 2
D 2 1 R
E R 2 1
F 1 R 2
G 2 1 R

Figure 4. A multi-plate assay with varied Test and Reference positions.

A split-plot design, an alternative that assigns samples to plate rows randomly and randomizes dilutions (concentrations)
within each row, is seen in Figure 5. Such a strategy may be difficult to implement even with the use of robotics.
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Figure 5. A split-plot design.
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" DILUTION STRATEGY

Assay concentrations of a Test sample and the Standard can be obtained in different ways. Laboratories often perform serial
dilutions, in which each dilution is prepared from the previous one, in succession. Alternatively, the laboratory may prepare
wholly independent dilutions from the Test sample and Standard to obtain independent concentration series. These two
strategies result in the same nominal concentrations, but they have different properties related to error. Serial dilutions are
subject to propagation of error across the dilution series, and a dilution error made at an early dilution will result in correlated,
non-independent observations. Correlations may also be introduced by use of multichannel pipets. Independent dilutions help
mitigate the bias resulting from dilution errors. ,

It is noteworthy that when working to improve precision, the biggest reductions in variance come when replicating at the
highest possible levels of nested random effects. This is particularly effective when these highest levels are sources of variability.
To illustrate: replicating extensively within a day for an assay known to have great day-to-day variation is not effective in
improving precision of reportable values.

5.2 Development

A goal of bioassay development is to achieve optimal bioassay relative accuracy and precision of the potency estimate. An
endpoint of assay development is the completed development of the assay procedure, a protocol for the performance of the
bioassay. The procedure should include enough detail so that a qualified laboratory with a trained analyst can perform the
procedure in a routine manner. A strategic part of development is a look forward toward performance maintenance. Standard
operating procedures for reagent and technician qualification, as well as for calibration of the working Standard, help complete
the bioassay development package.
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ONE FACTOR AT A TIME VERSUS DESIGN OF EXPERIMENTS

Bioassay development proceeds through a series of experiments in which conditions and levels of assay factors are varied to
identify those that support a reliable and robust bioassay qualified for routine use. Those experiments may be conducted one
factor at a time (OFAT), studying each parameter separately to identify ideal conditions, or through the use of multi-factor
design of experiments (DOE). DOE is an efficient and effective strategy for developing a bioassay and improving bioassay
performance, thus helping to obtain a measurement system that meets its requirements. In comparison to OFAT, DOE generally
requires fewer experiments and also provides insight into interactions of factors that affect bioassay performance. Assay
development using DOE may proceed through a series of steps: process mapping and risk analysis; screening; response
optimization; and confirmation.

PROCESS MAPPING AND RISK ANALYSIS

Bioassay optimization may begin with a systematic examination and risk assessment to identify those factors that may
influence bioassay response. It is useful to visualize bioassay factors using a bioassay process map such as a cause-and-effect or
fishbone diagram. Using the process map as a guide, the laboratory can examine assay factors that might affect assay
performance, such as buffer pH, incubation temperature, and incubation time. Historical experience with one or several of the
bioassay steps, along with sound scientific judgment, can identify key factors that require further evaluation. One tool that may
be used to prioritize factors is a failure mode and effects analysis. Factors are typically scored by the combination of their potential
to influence assay response and the likelihood that they will occur. The laboratory must be careful to recognize potential
interactions between assay factors.

SCREENING

Once potential key factors have been identified from process mapping and risk analysis, the laboratory may conduct an initial
screening experiment to probe for effects that may require control. Screening designs such as factorial and fractional factorial
designs are commonly used for this purpose. Software is available to assist the practitioner in the selection of the design and
in subsequent analysis. Analysts should take care, however, to understand their assumptions about design selection and analysis
to ensure accurate identification of experimental factors.

RESPONSE OPTIMIZATION

A screening design will usually detect a few important factors from among those studied. Such factors can be further studied
in a response-optimization design. Response-optimization designs such as central composite designs are performed to
determine optimal settings for combinations of bioassay factors for achieving desired response. The information obtained from
response optimization may be depicted as a response surface and can be used to establish ranges that yield acceptable assay
performance and will be incorporated into the bioassay procedure.

In the parlance of Quality by Design (QbD), the “region” where the combined levels of input variables and process parameters
have been demonstrated to provide acceptable assay performance is described as the design space for the bioassay. Establishing a
true design space for a bioassay is challenging; some but not all factors and levels of random factors will be included in the
development DOE, and there is no assurance that the design space is not sensitive to unstudied random factors. Similarly, there
is little assurance that the assay (design space) is robust to random factors that are studied using small samples (or non-random
samples of levels). Elements of DOE that may be considered include the use of blocks; deliberate confounding among
interactions that are of lower interest, or known to be unimportant; robust design (response surface designs with random

effects); and use of split-plot, strip-plot, or split-lot designs.
CONFIRMATION

The mathematical model depicting assay performance as a function of changes in key assay factors is an approximation;
thus, it is customary to confirm performance at the ideal settings of the bioassay. Confirmation can take the form of a
qualification trial in which the assay is performed, preferably multiple independent times using optimal values for factors.
Alternatively, the laboratory may determine that the bioassay has been adequately developed and may move to validation.
Qualification is a good practice, not a regulatory requirement. The decision to perform confirmatory qualifying runs or to
proceed to validation depends upon the strength of the accumulated information obtained throughout development.

5.3 Data Analysis during Assay Development

Analysis of bioassay data during assay development enables analysts to make decisions regarding the statistical model that
will be used for routine analysis, including transformation and/or weighting of data, and the development of system and sample
suitability criteria. The analysis also provides information regarding which elements of design structure should be used during
outlier detection and the fitting of a full model. This may also include a plan for choosing subsets of data, such as a linear
portion, for analysis or, for nonlinear bioassays, a model reduction strategy for samples similar to Standard. Once these decisions
are made and proven sound during validation, they don’t need to be reassessed with each performance of the assay. A process
approach to enabling these decisions follows.

Step 1: Choose an appropriate statistical model (also see section 4.6 Common Bicassay Models).

Given the complexity of bioassays and the motivation to use an approach proven reliable, fairly standardized analytical
models are common in the field of bioassay analysis. Nonetheless, many considerations are involved in choosing the most
appropriate statistical model. First, the model should be appropriate for the type of assay endpoint—continuous, count,
or dichotomous. Second, the model should incorporate the structure of the assay design. For any design other than
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completely randomized, there will be terms in the model for the structural elements. These could be, for example,
within-plate blocking, location of cage in the animal facility, day, etc. A third consideration, applicable to continuous
endpoints, involves whether to use a regression model or a means model (an analysis of variance model that fits a separate
mean at each dilution level of each sample tested), with appropriate error terms. A means model can be appropriate at
this stage because it makes no assumptions about the shape of the concentration-response curve.

Step 2: Fit the chosen statistical model to the data without the assumption of parallelism, and then assess the distribution of
the residuals, specifically examining them for departures from normality and constant variance.

Transform the data as necessary or, if needed, choose a weighting scheme (see section 4.3 Variance Heterogeneity,
Weighting, and Transformation). Use as large a body of assay data, from independent assays, as possible. The primary goal
is to address any departure from normality and from constant variance of responses across the range of concentrations
in the assay. Step 2 will likely alternate between imposing a transformation and assessing the distribution of the residuals.
Step 3: Screen for outliers, and remove as is appropriate.

This step normally follows the initial choice of a suitable transformation and/or weighting method. Ideally the model used
for outlier detection contains the important elements of the assay design structure, allows nonsimilar curves, and makes
fewer assumptions about the functional shape of the concentration—response curve than did the model used to assess
similarity. See section 4.8 Outliers and general chapter (1010) for discussion of outlier detection and removal. In some
cases, outliers may be so severe that a reasonable model cannot be fit, and thus residuals will not be available. In such
cases, it is necessary to screen the raw data for outliers before attempting to fit the model.

During assay development, a strategy should be developed for the investigation and treatment of an outlier observation,
including any limits on how many outliers are acceptable. Include these instructions in the assay SOP. Good practice
includes recording the process of an investigation, outlier test(s) applied, and results therefrom. Note that outlier
procedures must be considered apart from the investigation and treatment of an out-of-specification (OOS) result
(reportable value). Decisions to remove an outlier from data analysis should not be made on the basis of how the reportable
value will be affected (e.g., a potential OOS result). Removing data as outliers should be rare. If many values from a run
are removed as outliers, that run should be considered suspect.

Step 4: Refit the model with the transformation and/or weighting previously imposed (Step 2) without the observations identified
as outliers (Step 3) and re-assess the appropriateness of the model.

Step 5: If necessary or desired, choose a scheme for identifying subsets of data to use for potency estimation, whether the model
is linear or nonlinear (see section 4.5 Linearity of Concentration-Response Data).

Step 6: Calculate a relative potency estimate by analyzing the Test and Standard data together using a model constrained to
have parallel lines or curves, or equal intercepts.

5.4 Bioassay Validation

The bioassay validation is a protocol-driven study that demonstrates that the procedure is fit for use. A stage-wise approach
to validation may be considered, as in a “suitable for intended use” validation to support release of clinical trial material, and a
final, comprehensive validation prior to BLA or MAA filing. Preliminary system and sample suitability controls should be
established and clearly described in the assay procedure; these may be finalized based on additional experience gained in the
validation exercise. Chapter (1033) provides validation comprehensive discussion of bioassay validation.

5.5 Bioassay Maintenance

The development and validation of a bioassay, though discrete operations, lead to ongoing activities. Assay improvements
may be implemented as technologies change, as the laboratory becomes more skilled with the procedure, and as changes to
bioassay methodology require re-evaluation of bioassay performance. Some of these changes may be responses to unexpected
performance during routine processing. Corrective action should be monitored using routine control procedures. Substantial
changes may require a study verifying that the bioassay remains fit for use. An equivalence testing approach can be used to
show that the change has resulted in acceptable performance. A statistically-oriented study can be performed to demonstrate
that the change does not compromise the previously acceptable performance characteristics of the assay.

ASSAY TRANSFER

Assay transfer assumes both a known intended use of the bioassay in the recipient lab and the associated required capability
for the assay system. These implicitly, though perhaps not precisely, demarcate the limits on the amount of bias and loss of
precision allowed between labs. Using two laboratories interchangeably to support one product will require considering the
variation between labs in addition to intermediate precision for sample size requirements to determine process capability. For a
discussion and example pertaining to the interrelationship of bias, process capability, and validation, see A Bioassay Validation
Example in (1033).

IMPROVING OR UPDATING A BIOASSAY SYSTEM

A new version of a bioassay may improve the quality of bias, precision, range, robustness, specificity, lower the operating
costs or offer other compelling advantages. When improving or updating a bioassay system a bridging study may be used to
compare the performance of the new to the established assay. A wide variety of samples (e.g., lot release, stability, stressed,
critical isoforms) can be used for demonstrating equivalence of estimated potencies. Even though the assay systems may be
quite different (e.g., an animal bioassay versus a cell-based bioassay), if the assays use the same Standard and mechanism of
action, comparable potencies may reasonably be expected. If the new assay uses a different Standard, the minimum requirement
for an acceptable comparison is a unit slope of the log linear relationship between the estimated potencies. An important
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implication of this recommendation is that poor precision or biased assays used early can have lasting impact on the replication
requirements, even if the assay is later replaced by an improved assay.

(1033) BIOLOGICAL ASSAY VALIDATION

1. INTRODUCTION

Biological assays (also called bioassays) are an integral part of the quality assessment required for the manufacturing and
marketing of many biological and some non-biological drug products. Bioassays commonly used for drug potency estimation
can be distinguished from chemical tests by their reliance on a biological substrate (e.g., animals, living cells, or functional
complexes of target receptors). Because of multiple operational and biological factors arising from this reliance on biology, they
typically exhibit a greater variability than do chemically-based tests.

Bioassays are one of several physicochemical and biologic tests with procedures and acceptance criteria that control critical
quality attributes of a biological drug product. As described in the ICH Guideline entitled Specifications: Test Procedures And
Acceptance Criteria For Biotechnological/Biological Products (Q6B), section 2.1.2, bioassay techniques may measure an
organism’s biological response to the product; a biochemical or physiological response at the cellular level; enzymatic reaction
rates or biological responses induced by immunological interactions; or ligand- and receptor-binding. As new biological drug
products and new technologies emerge, the scope of bioassay approaches is likely to expand. Therefore, general chapter
Biological Assay Validation (1033) emphasizes validation approaches that provide flexibility to adopt new bioassay methods, new
biological drug products, or both in conjunction for the assessment of drug potency.

Good manufacturing practice requires that test methods used for assessing compliance of pharmaceutical products with
quality requirements should meet appropriate standards for accuracy and reliability. Assay validation is the process of
demonstrating and documenting that the performance characteristics of the procedure and its underlying method meet the
requirements for the intended application and that the assay is thereby suitable for its intended use. USP general chapter
Validation of Compendial Procedures (1225) and ICH Q2(R1) describe the assay performance characteristics (parameters) that
should be evaluated for procedures supporting small-molecule pharmaceuticals. Although evaluation of these validation
parameters is straightforward for many types of analytical procedures for well-characterized, chemically-based drug products,
their interpretation and applicability for some types of bioassays has not been clearly delineated. This chapter addresses bioassay
validation from the point of view of the measurement of activity rather than mass or other physicochemical measurements,
with the purpose of aligning bioassay performance characteristics with uses of bioassays in practice.

Assessment of bioassay performance is a continuous process, but bioassay validation should be performed when development
has been completed. Bioassay validation is guided by a validation protocol describing the goals and design of the validation
study. General chapter (1033) provides validation goals pertaining to relative potency bioassays. Relative potency bioassays are
based on a comparison of bioassay responses for a Test sample to those of a designated Standard that provides a quantitative
measure of the Test bioactivity relative to that of the Standard.

Validation parameters discussed include relative accuracy, specificity, intermediate precision, and range. Laboratories may use
dilutional linearity to verify the relative accuracy and range of the method. Although robustness is not a requirement for validation,
general chapter (1033) recommends that a bioassay’s robustness be assessed prior to validation. In addition, (1033) describes
approaches for validation design (sample selection and replication strategy), validation acceptance criteria, data analysis and
interpretation, and finally bioassay performance monitoring through quality control. Documentation of bioassay validation
results is also discussed, with reference to pre-validation experiments performed to optimize bioassay performance. In the
remainder of general chapter (1033) the term “bioassay” should be interpreted as meaning “relative potency bioassay”.

2. FUNDAMENTALS OF BIOASSAY VALIDATION

The goal of bioassay validation is to confirm that the operating characteristics of the procedure are such that the procedure
is suitable for its intended use. The issues involved in developing a bioassay are described in greater detail in general chapter
(1032) and are assumed resolved by the time the bioassay is in validation. Included in those decisions will be identification of
what constitutes an assay and a run for the bioassay. Multiple dilutions (concentrations) of the Standard and one or more Test
samples constitute a replicate set (also known as a minimal set), which contain a test substrate (e.g., group of animals or vessel
of cells) at each dilution for each sample [Test(s) and Standard]. A run is defined as work performed during a period when the
accuracy (trueness) and precision in the assay system can reasonably be expected to be stable. In practice, a run frequently
consists of the work performed by a single analyst in one lab, with one set of equipment, in a short period of time (typically a
day). An assay is the body of data used to assess similarity and estimate potency relative to a Standard for each Test sample in
the assay. A run may contain multiple assays, a single assay, or part of an assay. Multiple assays may be combined to yield a
reportable value for a sample. The reportable value is the value that is compared to a product specification.

In assays that involve groups at each dilution (e.g., 6 samples, each at 10 dilutions, in the non-edge wells of each of several
96-well cell culture plates) the groups (plates) constitute statistical blocks that should be elements in the assay and validation
analyses (blocks are discussed in (1032)). Within-block replicates for Test samples are rarely cost-effective. Blocks will not be
further discussed in this chapter; more detailed discussion is found in (1032).

The amount of activity (potency). of the Standard is initially assigned a value of 1.0 or 100%, and the potency of the Test
sample is calculated by comparing the concentration-response curves for the Test and Standard pair. This results in a unitless
measure, which is the relative potency of the Test sample in reference to the potency of the Standard. In some cases the Standard

is assigned a value according to another property such as protein concentration. In that case the potency of the Test sample is.

the relativé potency times the assigned value of the Standard. An assumption of parallel-line or parallel-curve (e.g.,
four-parameter logistic) bioassays is that the dose-response curves that are generated using a Standard and a Test sample have
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similar (parallel) curve shape distinguished only by a horizontal shift in the log dose. For slope-ratio bioassays, curves generated
for Standard and Test samples should be linear, pass through a common intercept, and differ only by their slopes. Information
about how to assess parallelism is provided in general chapters (1032) and (1034).

In order to establish the relative accuracy and range of the bioassay, validation Test samples may be constructed using a
dilution series of the Standard to assess dilutional linearity (linearity of the relationship between known and measured relative
potency). in addition, the validation study should yield a representative estimate of the variability of the refative potency
determination. Aithough robustness studies are usually performed during bioassay development, key factors in these studies
such as incubation time and temperature and, for cell-based bioassays, cell passage number and cell number may be included
in the validation, particularly if they interact with another factor that is introduced during the validation (e.g., a temperature
sensitive reagent that varies in its sensitivity from lot-to-lot). Because of potential influences on the bioassay from inter-run
factors such as multiple analysts, instruments, or reagent sources, the design of the bioassay validation should include
consideration of these factors. The variability of potency from these combined elements defines the intermediate precision (IP)
of the bioassay. An appropriate study of the variability of the potency values obtained, including the impact of intra-assay and
inter-run factors, can help the laboratory confirm an adequate testing strategy and forecast the inherent variability of the
reportable value (which may be the average of multiple potency determinations). Variability estimates can also be utilized to
establish the sizes of differences (fold difference) that can be distinguished between samples tested in the bioassay. (See section
3.4 Use of Validation Results for Bioassay Characterization.)

Demonstrating specificity (also known as selectivity) requires evidence of lack of influence from matrix components such as
manufacturing process components or degradation products so that measurements quantify the target molecule only. Other
analytical methods may complement a bioassay in measuring or identifying other components in a sample.

2.1 Bioassay Validation Protocol

A bioassay validation protocol should include the number and types of samples that will be studied in the validation; the
study design, including inter-run and intra-run factors; the replication strategy; the intended validation parameters and justified
target acceptance criteria for each parameter; and a proposed data-analysis plan. Note that in regard to satisfying acceptance
criteria, failure to find a statistically significant effect is not an appropriate basis for defining acceptable performance in a bioassay;
conformance to acceptance criteria may be better evaluated using an equivalence approach.

In addition, assay, run, and sample acceptance criteria such as system suitability and similarity should be specified before
performing the validation. Depending on the extent of development of the bioassay, these may be proposed as tentative and
can be updated with data from the validation. Assay, run, or sample failures may be reassessed according to criteria which have
been defined in the validation protocol and, with sound justification, included in the overall validation assessment. Additional
validation trials may be required in order to support changes to the method.

The bioassay validation protocol should include target acceptance criteria for the proposed validation parameters. Steps to
be taken upon failure to meet a target acceptance criterion should be specified in the validation protocol, and may result in a
limit on the range of potencies that can be measured in the bioassay or a modification to the replication strategy in the bioassay
procedure.

2.2 Documentation of Bioassay Validation Results

Bioassay validation results should be documented in a bioassay validation report. The validation report should support the
conclusion that the method is fit for use or should indicate corrective action (such as an increase in the replication strategy)
that will be undertaken to generate sufficiently reliable results to achieve fitness for use. The report could include the raw data
and intermediate results (e.g., variance component estimates should be provided in addition to overall intermediate precision)
which would facilitate reproduction of the bioassay validation analysis by an independent reviewer. Estimates of validation
parameters should be reported at each level and overall as appropriate. Deviations from the validation protocol should be
documented with justification. The conclusions from the study should be clearly described with references to follow-up action
as necessary. Follow-up action can include amendment of system or sample suitability criteria or modification of the bioassay
replication strategy. Reference to prevalidation experiments may be included as part of the validation study report. Prevalidation
experiments may include robustness experiments, where bioassay parameters have been identified and ranges have been
established for significant parameters, and also may include qualification experiments, where the final procedure has been
performed to confirm satisfactory performance in routine operation. Conclusions from prevalidation and qualification
experiments performed during development contribute to the description of the operating characteristics of the bioassay
procedure,

2.3 Bioassay Validation Design

The biological assay validation should include samples that are representative of materials that will be tested in the bioassay
and should effectively establish the performance characteristics of the procedure. For relative accuracy, sample relative potency
levels that bracket the range of potencies that may be tested in the bioassay should be used. Thus samples that span a wide
range of potencies might be studied for a drug or biological with a wide specification range or for a product that is inherently
unstable, but a narrower range can be used for a more durable product. A minimum of three potency levels is required, and
five are recommended for a reliable assessment. If the validation criteria for relative accuracy and IP are satisfied, the potency
levels chosen will constitute the range of the bioassay. A limited range will result from levels that fail to meet their target
acceptance criteria. Samples may also be generated for the bioassay validation by stressing a sample to a level that might be
observed in routine practice (i.e., stability investigations). Additionally, the influences of the sample matrix (excipients, process
constituents, or combination components) can be studied strategically by intentionally varying these together with the target
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an%/)l/te, gsing a multifactorial approach. Often this will have been done during development, prior to generating release and
stability data.

The bioassay validation design should consider all facets of the measurement process. Sources of bioassay measurement
variability include sample preparation, intra-run factors, and inter-run factors. Representative estimation of bioassay variability
necessitates consideration of these factors. Test sample and Standard preparation should be performed independently during
each validation run.

The replicatien strategy used in the validation should reflect knowledge of the factors that might influence the measurement
of potency. Intra-run variability may be affected by bioassay operating factors that are usually set during development
(temperature, pH, incubation times, etc.); by the bioassay design (number of animals, number of dilutions, replicates per
dilution, dilution spacing, etc.); by the assay acceptance and sample acceptance criteria; and by the statistical analysis (where
the primary endpoints are the similarity assessment for each sample and potency estimates for the reference samples). Operating
restrictions and bioassay design (intra- and inter-run formulae that result in a reportable value for a test material) are usually
specified during development and may become a part of the bioassay operating procedure. IP is studied by independent runs
of the procedure, perhaps using an experimental design that alters those factors that may have an impact on the performance
of the procedure. Experiments (including those that implement formalized design of experiments [DOE]) with nested or crossed
design structure can reveal important sources of variability in the procedure, as well as ensure a representative estimate of
long-term variability. During the validation it is not necessary to employ the format required to achieve the reportable value
for a Test sample. A well-designed validation experiment that combines both intra-run and inter-run sources of variability
provides estimates of independent components of the bioassay variability. These components can be used to verify or forecast
the variability of the bioassay format.

A thorough analysis of the validation data should include graphical and statistical summaries of the validation parameters’
results and their conformance to target acceptance criteria. The analysis should follow the specifics of the data-analysis plan
outlined in the validation protocol. In most cases, log relative potency should be analyzed in order to satisfy the assumptions
of the statistical methods (see section 2.7 Statistical Considerations, Scale of Analysis,). Those assumptions include normality of
the distribution from which the data were sampled and homogeneity of variability across the range of results observed in the
validation. These assumptions can be explored using graphical techniques such as box plots and probability plots. The
assumption of normality can be investigated using statistical tests of normality across a suitably sized collection of historical
results. Alternative methods of analysis should be sought when the assumptions can be challenged. Confidence intervals should
be calculated for the validation parameters, using methods described here and in general chapter Analytical Data—Interpretation

and Treatment (1010).
2.4 Validation Strategies for Bioassay Performance Characteristics

Parameters that should be verified in a bioassay are relative accuracy, specificity, IP (which incorporates repeatability), and
range. Other parameters discussed in general chapter (1225) and ICH Q2(R1) such as detection limit and quantitation limit
have not been included because they are usually not relevant to a bioassay that reports relative potency. These may be relevant,
however, to the validation of an ancillary assay such as one used to score responders or measure response in conjunction with
an in vivo potency assay. Likewise linearity is not part of bioassay validation, except as it relates to relative accuracy (dilutional
linearity). There follow strategies for addressing bioassay validation parameters.

RELATIVE ACCURACY

The relative accuracy of a relative potency bioassay is the relationship between measured relative potency and known relative
potency. Relative accuracy in bioassay refers to a unit slope (slope = 1) between log measured relative potency and log known
relative potency. The most common approach to demonstrating relative accuracy for relative potency bioassays is by
construction of target potencies by dilution of the standard material or a Test sample with known potency. This type of study
is often referred to as a dilutional linearity studly. The results from a dilutional linearity study should be assessed using the estimated
relative bias at individual levels and via a trend in relative bias across levels. The relative bias at individual levels is calculated as

follows:

Measured Potency 1)%

Relative Bias = 100 «
Target Potency

The trend in bias is measured by the estimated slope of log measured potency versus log target potency, which should be
held to a target acceptance criterion. If there is no trend in relative bias across levels, the estimated relative bias at each level
can be held to a prespecified target acceptance criterion that has been defined in the validation protocol (see section 3 A Bioassay
Validation Example).

Specificity—For products or intermediates associated with complex matrices, specificity involves demonstrating lack of
interference from matrix components or product-related components that can be expected to be present. This can be assessed
via parallel dilution of the Standard with and without a spike addition of the potentially interfering compound. If the curves are
similar and the potency conforms to expectations of a Standard-to-Standard comparison, the bioassay is specific against the
compound. For these assessments both similarity and potency may be assessed using appropriate equivalence tests.

Specificity may also refer to the capacity of the bioassay to distinguish between different but related biopharmaceutical
molecules. An understanding should be sought of the molecule and any related forms, and of opportunities for related molecules
to be introduced into the bioassay. )

Intermediate Precision—Because of potential influences on the bioassay by factors such as analysts, instruments, or reagent
lots, the design of the bioassay validation should include evaluation of these factors. The overall variability from measurements
taken under a variety of normal test conditions within one laboratory defines the [P of the bioassay. IP is the ICH and USP term
for what is also commonly referred to as inter-run variability. IP measures the influence of factors that will vary over time after
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the bioassay is implemented. These influences are generally unavoidable and include factors like change in personnel (new
analysts), receipt of new reagent lots, etc.

When the validation has been planned using multifactor DOE, the impact of each factor can first be explored graphically to
establish important contributions to potency variability. The identification of important factors should lead to procedures that
seek to control their effects, such as further restrictions on intra-assay operating conditions or strategic qualification procedures
on inter-run factors such as analysts, instruments, and reagent lots.

Contributions of validation study factors to the overall IP of the bioassay can be determined by performing a variance
component analysis on the validation resuits. Variance component analysis is best carried out using a statistical software package
that is capable of performing a mixed-model analysis with restricted maximum likelihood estimation (REML).

A variance component analysis yields variance component estimates such as

~2

0'Intra
and

A2

0-mter

corresponding to intra-run and inter-run variation. These can be used to estimate the IP of the bioassay, as well as the variability
of the reportable value for different bioassay formats (format variability). IP expressed as percent geometric coefficient of variation
(%GCV) is given by the following formula, in this case using the natural log of the relative potency in the analysis (see section
2.7 Statistical Considerations, Scale of Analysis):

Intermediate Precision = 100 . (e“"'f“"”'?'“ —1)%

The variability of the reportable value from testing performed with n replicate sets in each of k runs (format variability) is equal
to:

Format Variability = 100 « (eJ"'ﬁw/k el _ 1)%

This formula can be used to determine a testing format suitable for various uses of the bioassay (e.g., release testing and stability .
evaluation).

Range—The range of the bioassay is defined as the true or known potencies for which it has been demonstrated that the
analytical procedure has a suitable level of relative accuracy and IP. The range is normally derived from the dilutional linearity
study and minimally should cover the product specification range for potency. For stability testing and to minimize having to
dilute or concentrate hyper- or hypo-potent Test samples into the bioassay range, there is value in validating the bioassay over a
broader range.

2.5 Validation Target Acceptance Criteria

The validation target acceptance criteria should be chosen to minimize the risks inherent in making decisions from bioassay
measurements and to be reasonable in terms of the capability of the art. When there is an existing product specification,
acceptance criteria can be justified on the basis of the risk that measurements may fall outside of the product specification.
Considerations from a process capability (Cp) index can be used to inform bounds on the relative bias (RB) and the IP of the
bioassay. This chapter uses the following Cpm index:

where USL and LSL are the upper and lower release specification, RB is a bound on the degree of relative bias in the bioassay,
and

2
GProdud

and

2
o-RA

are target product variance (i.e., lot-to-lot variability) and release assay variance (with associated format) respectively. (See
section 3 A Bioassay Validation Example for an example of determination of

2
GRA

and Cpm.) This formulation reqdires prior knowledge regarding target product variability, or the inclusion of a random selection
of lots to estimate this characteristic as part of the validation. Given limited understanding of assay performance, manufacturing
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history, and final specifications during development, this approach may be used simply as a guide for defining validation
acceptance criteria.

The choice of a bound on Cpm is a business decision. The proportion of lots that are predicted to be outside their specification
limits is a function of Cpm. Some laboratories require process capability corresponding to Cpm greater than or equal to 1.3.
This corresponds to approximately a 1 in 10,000 chance that a lot with potency at the center of the specification range will be
outside the specification limits. :

When specifications have yet to be established for a product, a restriction on relative bias or IP can be formulated on the
basis of the capability of the art of the bioassay methodology. For example, although chemical assays and immunoassays are
often capable of achieving near single digit percent coefficient of variation (%CV, or percent relative standard deviation, %RSD), a
more liberal restriction might be placed on bioassays, such as animal potency bioassays, that operate with much larger variability
(measured as %GCV which can be compared to %CV; see Appendix 1). In this case the validation goal might be to characterize
the method, using the validation results to establish an assay format that is predicted to yield reliable product measurements. A
sound justification for target acceptance criteria or use of characterization should be included in the validation protocol.

2.6 Assay Maintenance

Once a bioassay has been validated it can be implemented. However, it is important to monitor its behavior over time. This
is most easily accomplished by maintaining statistical process control (SPC) charts for suitable parameters of the Standard
response curve and potency of assay QC samples. The purpose of these charts is to identify at an early stage any shift or drift
in the bioassay. If a trend is observed in any SPC chart, the reason for the trend should be identified. If the resolution requires a
madification to the bioassay or if a serious modification of the bioassay has occurred for other reasons (for example, a major
technology change), the modified bioassay should be revalidated or linked to the original bioassay by an adequately designed
bridging study with acceptance criteria that use equivalence testing.

2.7 Statistical Considerations

Several statistical considerations are associated with designing a bioassay validation and analyzing the data. These relate to
the properties of bioassay measurements as well as the statistical tools that can be used to summarize and interpret bioassay

validation results.
SCALE OF ANALYSIS

The scale of analysis of bioassay validation, where data are the relative potencies of samples in the validation study, must be
considered in order to obtain reliable conclusions from the study. This chapter assumes that appropriate methods are already
in place to reduce the raw bioassay response data to relative potency (as described in general chapter (1034)). Relative potency
measurements are typically nearly log normally distributed.Log normally distributed measurements are skewed and are
characterized by heterogeneity of variability, where the standard deviation is proportional to the level of response. The statistical
methods outlined in this chapter require that the data be symmetric, approximating a normal distribution, but some of the
procedures require homogeneity of variability in measurements across the potency range. Typically, analysis of potency after log
transformation generates data that more closely fulfill both of these requirements. The base of the log transformation does not
matter as long as a consistent base is maintained throughout the analysis. Thus, for example, if the natural log (log to the base
e) is used to transform relative potency measurements, summary results are converted back to the bioassay scale utilizing base e.

The distribution of potency measurements should be assessed as part of bioassay development (as described in {(1032)). If it
is determined that potency measurements are normally distributed, the validation can be carried out using methods described
in the general chapter Validation of Compendial Procedures (1225). ‘

As a consequence of the usual (for parallel-line assays) log transformation of relative potency measurements, there are
advantages if the levels selected for the validation study are evenly spaced on the log scale. An example with five levels would
be 0.50, 0.71, 1.00, 1.41, and 2.00. Intermediate levels are obtained as the geometric mean of two adjacent levels. Thus for
example, the mid-level between 0.50 and 1.0 is derived as follows:

GM=,/0.50-1.0 =0.71

Likewise, summary measures of the validation are influenced by the log normal scale. Predicted response should be reported
as the geometric mean of individual relative potency measurements, and variability expressed as %GCV. GCV is calculated as
the anti-log of the standard deviation, S, of log transformed relative potency measurements. The formula is given by: -

GCV = antilog(S,g) - 1

Variability is expressed as GCV rather than RSD of the log normal distribution in order to preserve continuity using the log
transformation (see additional discussion in the Appendix 1 to this chapter). Intervals that might be calculated from GCV will
be consistent with intervals calculated from mean and standard deviation of log transformed data. Table 1 presents an example
of the calculation of geometric mean (GM) and associated RB, with %GCV for a series of relative potency measurements
performed on samples tested at the 1.00 level. The log base e is used in the illustration.

Table 1. lHlustration of calculations of GM and %GCV
RP? In RP

1.1299 0.1221
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Table 1. lllustration of calculations of GM and %GCV (continued)

RP! In RP
0.9261 -0.0768
1.1299 0.1221
1.0143 0.0142
1.0027 0.0027
1.0316 0.0311
1.1321 ) 0.1241
1.0499 0.0487
Average 0.0485 GM =1.0497
RB =4.97%
sD - 0.0715 %GCV =7.4%

1 Relative potency (RP) is the geometric mean of duplicate potencies measured in the eight runs of the example given in Table 4.

Here the GM of the relative potency measurements is calculated as the anti-log of the average log relative potency
measurements and then expressed as relative bias, the percent deviation from the target potency:

GM = eAverage — a0.0485 — 1 0497

RB=100-[— --1)%;100(1'10327—1)%:4.97%

and the percent geometric coefficient of variation (%GCV) is calculated as:
%GCV =100 (e -~ 1)% =100 (975 - 1)% = 7.4%

Note that the %GCV calculated for this illustration is not equal to the IP determined in the bioassay validation example for the
1.00 level (8.5%); see Table 6. This illustration utilizes the average of within-run replicates, while the IP in the validation example
represents the variability of individual replicates.

Reporting Validation Results Using Confidence Intervals—Estimates of bioassay validation parameters should be presented
as a point estimate together with a confidence interval. A point estimate is the numerical value obtained for the parameter, such
as the GM or %GCV. A confidence interval’s most common interpretation is as the likely range of the true value of the parameter.
The previous example determines a 90% confidence interval for average log relative potency, Cl,,, as follows:

Cl, =Average t- SD/vn
=0.0485+1.89-0.0715/~/8 =(0.0007, 0.0963)

For percent relative bias this is:

Clg =100-{ & 119,100 & ~1]9% = (0.07%,10.19
g =1 o.( 0 )A:, [T()H ) b =(0.07%,10.1%)
The statistical constant (1.89) is from a t-table, with degrees of freedom (df) equal to the number of measurements minus one
(df =8 — 1 = 7). A confidence interval for IP or format variability can be formulated using methods for variance components;
these methods are not covered in this general chapter.

Assessing Conformance to Acceptance Criteria—Bioassay validation results are compared to target acceptance criteria in
order to demonstrate that the bioassay is fit for use. The process of establishing conformance of validation parameters to
validation acceptance criteria should not be confused with establishing conformance of relative potency measurements to
product specifications. Product specifications should inform the process of setting validation acceptance criteria.

A common practice is to apply acceptance criteria to the estimated validation parameter. This does not account, however,
for the uncertainty in the estimated validation parameter. A solution is to hold the confidence interval on the validation parameter
to the acceptance criterion. This is a standard statistical approach used to demonstrate conformance to expectation and is
called an equivalence test, It should not be confused with the practice of performing a significance test, such as a t-test, which
seeks to establish a difference from some target value (e.g., 0% relative bias). A significance test associated with a P-value >
0.05 (equivalent to a confidence interval that includes the target value for the parameter) indicates that there is insufficient
evidence to conclude that the parameter is different from the target value. This is not the same as concluding that the parameter
conforms to its target value. The study design may have too few replicates, or the validation data may be too variable to discover a
meaningful difference from target, Additionally, a significance test may detect a small deviation from target that is of negligible
importance. These scenarios are illustrated in Figure 1.
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Figure 1. Use of confidence intervals to establish that validation results conform to an acceptance criterion.

The solid horizontal line represents the target value (perhaps 0% relative bias), and the dashed lines form the lower (LAL)
and upper (UAL) acceptance limits. In scenario a, the confidence bound includes the target, and thus one could conclude there
is insufficient evidence to conclude a difference from target (the significance test approach). However, although the point
estimate (the solid diamond) falls within the acceptance range, the interval extends outside the range, which signifies that the
true relative bias may be outside the acceptable range. In scenario b, the interval falls within the acceptance range, signifying
conformance to the acceptance criterion. The interval in scenario c also falls within the acceptance range but excludes the
target. Thus, for scenario ¢, although the difference of the point estimate from the target is statistically significant, cis acceptable
because the confidence interval falls within the target acceptance limits.

Using the 90% confidence interval calculated previously, we can establish whether the bioassay has acceptable relative bias
at the 1.00 level compared to a target acceptance criterion of no greater than +12%, for example. Because the 90% confidence
interval for percent relative bias (0.07%, 10.1%) falls within the interval (100*[(1/1.12) - 1]%, 100*[(1.12/1) - 1]9%) = (- 11%,
12%), we conclude that there is acceptable relative bias at the 1.00 level. Note that a 90% confidence interval is used in an
equivalence test rather than a conventional 95% confidence interval. This is common practice and is the same as the two
one-sided tests (TOST) approach used in pharmaceutical bicequivalence testing.

Risks in Decision-Making and Number of Validation Runs—The application of statistical tests, including the assessment of

conformance of a validation parameter to its acceptance criteria, involves risks. One risk is that the parameter does not meet

its acceptance criterion although the property associated with that parameter is satisfactory; another, the converse, is that the
parameter meets its acceptance criterion although the parameter is truly unsatisfactory. A consideration related to these risks

is sample size, ‘

Theptwo types of risk can be simultaneously controlled via strategic design, including choice of the number of runs that will
be conducted in the validation. Specifically, the minimum number of runs needed to establish conformance to an acceptance

criterion for relative bias is given by:
22
(ta,df +tﬂ/2,df) O
2 z
Cl

where t, 4 and t; 4 are distributional points from a Student’s t-distribution; « and B are the one-sided type | and type |l errors,
and represent the risks associated with drawing the wrong conclusion in the validation; df is the degrees of freedom associated
with the study design (usually n - 1);

~2
‘ Op
is a preliminary estimate of IP; and 6 is the acceptable deviation (target acceptance criterion).

For example, if the acceptance criterion for relative bias is £ 0.11 log (i.e., 8 = 0.11), the bioassay variability is

O, =0.076 log
and a =f=0.05,

(1.89+2.36)" 0.076?
> REC =8 runs

Note that this formulation of sample size assumes no intrinsic bias in the bioassay. A more conservative solution includes some
nonzero bias in the determination of a sample size. This results in a greater sample size to offset the impact of the bias on the
conclusions of the validation. In the current example the sample size increases to 10 runs if one assumes an intrinsic bias equal
to 2%. Note also that this calculation represents a recursive solution (because the degrees of freedom depend on n) requiring
statistical software or an algorithm that employs iterative methodology.

Note further that the selection of a and B should be justified on the basis of the corresponding risks of drawing the wrong

conclusion from the validation.
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Modeling Validation Results Using Mixed Effects Models—Many analyses associated with bioassay validation must account
for multiple design factors such as fixed effects (e.g., potency level), as well as random effects (e.g., analyst, run, and replicate).
Statistical models composed of both fixed and random effects are called mixed effects models and usually require sophisticated
statistical software for analysis. The results of the analysis may be summarized in an analysis of variance (ANOVA) table or a table
of variance component estimates. The primary goal of the analysis is to estimate critical parameters rather than establish the
significance of an effect. The modeling output provides parameter estimates together with their standard errors of estimates
that can be utilized to establish conformance of a validation parameter to its acceptance criterion. Thus the average relative bias
at each level is obtained as a portion of the analysis together with its associated variability. These compose a confidence
interval that is compared to the acceptance criterion as described above. If variances across levels can be pooled, statistical
modeling can also determine the overall relative bias and IP by combining information across levels performed in the validation.
Similarly, mixed effects models can be used to obtain variance components for validation study factors and to combine results
across validation study samples and levels.
Statistical Design—Statistical designs, such as multifactor DOE or nesting, can be used to organize assay and runs in a bioassay
validation. It is useful to incorporate factors that are believed to influence the bioassay response and that vary during long-term
use of the procedure into these designs. Using these methods of design, the sources of variability may be characterized and a
strategic test plan to manage the variability of the bioassay may be developed.

Table 2 shows an example of a multifactor DOE that incorporates multiple analysts, multiple cell culture preparations, and
multiple reagent lots into the validation plan.

Table 2. Example of a Multifactor DOE with 3 Factors

Run Analyst Cell Prep Reagent Lot
1 1 1 1
2 1 1 2
3 1 2 1
4 1 : 2 2
5 2 1 1
6 2 1 2
7 2 2 1
8 2 2 2

In this design each analyst performs the bioassay with both cell preparations and both reagent lots. This is an example of a
full factorial design because all combinations of the factors are performed in the validation study. To reduce the number of runs
in the study, fractional factorial designs may be employed when more than three factors have been identified. For example, if
it is practical for an analyst to perform four assays in a run, a split-unit design could be used with analysts as the whole-plot
factor and cell preparation and reagent lot as sub-plot factors. Unlike screening experiments, the validation design should
incorporate as many factors at as many levels as possible in order to obtain a representative estimate of IP. More than two levels
of a factor should be employed in the design'whenever possible. This may be accomplished in a less structured manner, without
regard to strict factorial layout. Validation runs should be randomized whenever possible to mitigate the potential influences
of run order or time. .

Figure 2 illustrates an example of a validation using nesting (replicates nested within plate, plate nested within analyst).

( Pla:e 1 } (Platle ﬂ ﬁla:e U [Pla:i 2 }
Rep 1 Repz} Rep 1 Rep2|Rep1J[Rep2HRep1](Rep2]

Figure 2. Example of a nested design using two analysts.

For both of these types of design as well as combinations of the two, components of variability can be estimated from the
validation results. These components of variability can be used to identify significant sources of variability as well as to
derive a bioassay format that meets the procedure’s requirements for precision. It should be noted that significant sources of
variability may have been identified during bioassay development. In this case the validation should confirm both the impact
of these factors and the assay format that meets the requirement for precision.
Significant Figures—The number of significant figures in a reported result from a bioassay is related to the latter’s precision.
In general, a bioassay with %GCV between 2% and 20% will support two significant figures. The number of significant figures
should not be confused with the number of decimal places—reported values equal to 1.2 and 0.12 have the same number
(two) of significant figures. This standard of rounding is appropriate for log scaled measurements that have constant variation
on the log scale and proportional rather than additive variability on the original scale (or the scale commonly used for
interpretation). Note that rounding occurs at the end of a series of calculations when the final measurement is reported and
used for decision making such as conformance to specifications. Thus if the final measurement is a reportable value from multiple
assays, rounding should not occur prior to determination of the reportable value. Likewise, specifications should be stated with
the appropriate number of significant figures.

www.webofpharma.com



USP 43 General Information / (1033) 7345

3. A BIOASSAY VALIDATION EXAMPLE

An example illustrates the principles described in this chapter. The bioassay will be used to support a specification range of
0.71 to 1.41 for the product. Using the Cpm described in section 2.5 Validation Target Acceptance Criteria, a table is derived
showing the projected rate of OOS results for various restrictions on RB and IP. Cpm is calculated on the basis of the variability
of areportable value using three independent runs of the bioassay (see discussion of format variability, above). Product variability
is assumed to be equal to 0 in the calculations. The laboratory may wish to include target product variability. An estimate of
target product variability can be obtained from data from a product, for example, manufactured by a similar process.

Table 3. Cpm and Probability of 00S for Various Restrictions on RB and IP

: Prob(00S)
LSL-USL iP (%) RB (%) Cpm (%)
0.71-1.41 20 20 0.54 10.5
0.71-1.41 8 12 0.94 0.48
0.71-1.41 10 5 1.55 0.0003

The calculation is illustrated for IP equal to 8% and relative bias equal to 12% (n = 3 runs):

_ In(1.41) ~In(0.71)
6. J[In(1.08) /3 +[In(1.12)]

Prob(00S) = 2 - ®(-3 - 0.94) = 0.0048 (0.48%),

where @ represents the standard normal cumulative distribution function.

From Table 3, acceptable performance (less than 1% chance of obtaining an OOS result due to bias and variability of the
bioassay) can be expected if the IP is <8% and relative bias is <12%. The sample size formula given in section 2.7 Statistical
Considerations, Risks in Decision-Making and Number of Validation Runs can be used to derive the number of runs required to
establish conformance to an acceptance criterion for relative bias equal to 12% (using %GCV,, = 8%); o = B = 0.05):

. (1.89+ 2.36) -[In(1.08)?

5 ~ 8 runs
[In(1.12)]

Thus eight runs would be needed in order to have a 95% chance of passing the target acceptance criterion for relative bias
if the true relative bias is zero. Note that the calculation of sample size assumes that a singlet of the validation samples will be
performed in each validation run. The use of multiple replication sets and/or multiple assays will provide valuable information
that allows separate estimates for intra-run and inter-run variability, and will decrease the risk of failing to meet the validation
target acceptance criteria. :

Five levels of the target analyte are studied in the validation: 0.50, 0.71, 1.00, 1.41, and 2.00. Two runs at each level are
generated by two trained analysts using two media lots. Other factors may be considered and incorporated into the design
using a fractional factorial layout. The laboratory should strive to design the validation with as many levels of each factor as
possible in order to best model the long-term performance of the bioassay. In this example each analyst performs two runs at
each level using each media lot. A run consists of a full dilution series of the Standard as described in the bioassay’s operating
procedure, together with two independent dilution series of the Test sample. This yields duplicate measurements of relative
potency in each run; see Table 4 for all relative potency observations. Note that the two potency estimates at each level of
potency in a run are not independent due to common analysts and media lots. .

Table 4. Example of Bioassay Validation with Two Analysts, Two Media Lots, and Runs per Level for Each Combination of
Analyst and Lot

Media
Lot/Analyst 71 1/2 21 2/2

Run 1 2 1 2 1 2 1 2

0.50 0.5215 0.4532 0.5667 0.5054 0.5222 0.5179 0.5314 0.5112
0.50 0.5026 0.4497 0.5581 0.5350 0.5017 0.5077 0.5411 0.5488
0.71 0.7558 0.6689 0.6843 0.7050 0.6991 0.7463 0.6928 0.7400
0.71 0.7082 0.6182 0.8217 0.7143 0.6421 0.6877 0.7688 0.7399
1.00 1.1052 0.9774 1.1527 0.9901 1.0890 1.0314 1.1459 1.0273
1.00 1.1551 0.8774 1.1074 1.0391 0.9233 1.0318 1.1184 1.0730
1.41 1.5220 1.2811 1.5262 1.4476 1.4199 1.3471 1.4662 1.5035
1.41 1.5164 1.3285 1.5584 1.4184 1.4025 1.4255 1.5495 1.5422
2.00° 2.3529 1.8883 2.3501 2.2906 2.2402 2.1364 23711 2.0420

www.webofpharma.com

@
o
g
o
L
S
)
>
L
3
S o
(b
o




7346 (1033) / General Information USP 43

Table 4. Example of Bioassay Validation with Two Analysts, Two Media Lots, and Runs per Level for Each Combination of
Analyst and Lot (continued)

Media
Lot/Analyst mn 1/2 2/1 2/2
2,00 2.2307 1.9813 2.4013 21725 2,0966 2.1497 2.1708 2.3126
a2

2,00+ a
3
g L41+-
2
&
2
B
% 1.00 ¢ Analyst1
§ & Analyst2
§ —UnitLine
=4

0.71

0.50

l . - l B ,' ,,|”..,,H - '
0.50 0.71 1.00 141 2.00

Known Relative Potency

Figure 3. A plot of the validation results versus the sample levels.

A plot is used to reveal irregularities in the experimental results. In particular, a properly prepared plot can reveal a failure in
agreement of validation results with validation levels, as well as heterogeneity of variability across levels (see discussion of the
log transformation in section 2.7 Statistical Considerations). The example plot in Figure 3 includes the unit line (line with slope
equal to 1, passing through the origin). The analyst 1 and analyst 2 data are deliberately offset with respect to the expected
potency to allow clear visualization and comparison of the data sets from each analyst.

A formal analysis of the validation data might be undertaken in the following steps: (1) an assessment of variability (IP) should
precede an assessment of relative accuracy or specificity in order to establish conformance to the assumption that variances
across sample levels can be pooled; and (2) relative accuracy is assessed either at separate levels or by a combined analysis,
depending on how well the data across levels can be pooled. These steps are demonstrated using the example validation data,
along with some details of the calculations for illustrative purposes. Note that the calculations illustrated in the following sections
are appropriate only with a balanced dataset. imbalanced designs or datasets with missing relative potency measurements
should be analyzed using a mixed model analysis with restricted maximum likelihood estimation (REML).

3.1 Intermediate Precision
Data at each level can be analyzed using variance component analysis. With balanced data, as in this example, variance

components can be determined from a standard one-way ANOVA. An example of the calculation performed at a single level
(0.50) is presented in Table 5.

Table 5. Variance Component Analysis Performed on Log Relative Potency Measurements at the 0.5 Level

Expected Mean
Source df Sum of Squares Mean Square Square
Run 7 0.055317 0.007902 Var(Error) + 2 Var(Run)
Error 8 0.006130 0.000766 Var(Error)
Corrected total 15 0.061447

Variance Component Estimates
Var(Run) = 0.003568
Var(Error) = 0.000766

The top of the table represents a standard ANOVA analysis. Analyst and media lot have not been included because of the
small number of levels (2 levels) for each factor. The factor “Run” in this analysis represents the combined runs across the analyst
by media lot combinations. The Expected Mean Square is the linear combination of variance components that generates the
measured mean square for each source. The variance component estimates are derived by solving the equation “Expected Mean
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Square = Mean Square” for each component. To start, the mean square for Error estimates Var(Error), the within-run component
of variability, is

Var(Error) = MS(Error) = 0.000766

The between-run component of variability, Var(Run), is subsequently calculated by setting the mean square for Run to the
mathematical expression for the expected mean square, then solving the equation for Var(Run) as follows:

MS(Run) = Var(Error)+2- Var(Run)

Var(Run) = MS(Run) —2MS(Error)

_ 0.007902 - 0.000766
2

=0.003568

These variance component estimates are combined to establish the overall IP of the bioassay at 0.50:
IP - 100 A (e,/Var(Run)War(Error) _ 1) %

=100 (e 00 _1)9; ~ 6.8%

The same analysis was performed at each level of the validation, and is presented in Table 6.

Table 6. Variance Component Estimates and Overall Variability for Each Validation Level and the Average

) Level
Component 0.50 0.71 1.00 1.41 2.00 Average
Var(Run) 0.003568 0.000648 0.003639 0.003135 0.002623 0.002723
Var(Error) 0.000766 0.004303 0.002954 0.000577 0.002258 0.002172
Overall 6.8% 7.3% 8.5% 6.3% 7.2% 7.2%

A combined analysis can be performed if the variance components are similar across levels. Typically a heuristic method is
used for this assessment. One might hold the ratio of the maximum variance to the minimum variance to no greater than 10
(10 is used because of the limited number of runs performed in the validation). Here the ratios associated with the between-run
variance component, 0.003639/0.000648 = 5.6, and the within-run component, 0.004303/0.000577 = 7.5, meet the 10-fold
criterion. Had the ratio exceeded 10 and if this was due to excess variability in one or the other of the extremes in the levels
tested, that extreme would be eliminated from further analysis and the range would be limited to exclude that level.

The analysis might proceed using statistical software that is capable of applying a mixed effects model to the validation results.
That analysis should account for any imbalance in the design, random effects such as analyst and media lot, and fixed effects
such as level (see section 2.7 Statistical Considerations, Modeling Validation Results Using Mixed Effects Models). Variance
components can be determined for analyst and media lot separately in order to characterize their contributions to the overall
variability of the bioassay.

In the example, variance components can be averaged across levels to report the IP of the bioassay. This method of combining
estimates is exact only if a balanced design has been employed in the validation (i.e., the same replication strategy at each
level). A balanced design was employed for the example validation, so the IP can be reported as 7.2% GCV.

Because of the recommendation to report validation results with some measure of uncertainty, a one-sided 95% upper
confidence bound can be calculated for the IP of the bioassay. The literature contains methods for calculating confidence bounds
for variance components. The upper bound on IP for the bicassay example is 11.8% GCV. The upper confidence bound was
not calculated at each level separately because of the limited data at an individual level relative to the overall study design.

3.2 Relative Accuracy

The analysis might proceed with an assessment of relative accuracy at each level. Table 7 shows the average and 90%
confidence interval of validation results in the log scale, as well as corresponding potency and relative bias.

Table 7. Average Potency and Relative Bias at Individual Levels

Log Potency Potency Relative Bias
Level n? Average (90% CI1) Average (90% CI) Average (90% CI)
0.50 8 -0.6613 (-0.7034, -0.6192) 0.52 (0.49, 0.54) 3.23% (-1.02, 7.67)
0.71 8 -0.3419 (-0.3773, -0.3064) 0.71 (0.69, 0.74) 0.06% (-3.42, 3.67)
1.00° 8 0.0485 (0.0006, 0.0964) 1.05 (1.00, 1.10) 4.97% (0.06, 10.12)
1.41 8 03723 . (0.3331, 0.4115) 1.45 (1.40, 1.51) 2.91% (-1.04, 7.03)
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Table 7. Average Potency and Relative Bias at Individual Levels (continued)

Log Potency Potency Relative Bias
Level n? Average (90% CI) Average (90% CI) Average (90% CI)
2.00 8 0.7859 (0.7449, 0.8269) 2,19 (2.1, 2.29) 9.72% (5.31,14.32)

3 Analysis performed on averages of duplicates from each run.
b Calculation illustrated in section 2.7 Statistical Considerations, Scale of Analysis.

The analysis has been performed on the average of the duplicates from each run (n = 8 runs) because duplicate measurements
are correlated within a run by shared IP factors (analyst, media lot, and run in this case). A plot of relative bias versus level can

be used to examine patterns in the experimental results and to establish conformance to the target acceptance criterion for
relative bias (12%).
129 b e e e e e e e f _________

N

-11%

Figure 4. Plot of 90% confidence intervals for relative bias versus the acceptance criterion. Note lower acceptance criterion
is equal to 100-[(1/1.12) - 1] =-119%.

Figure 4 shows an average positive bias across sample levels (i.e., the average relative bias is positive at all levels). This
consistency is due in part to the lack of independence of bioassay results across levels. In addition there does not appear to be a
trend in relative bias across levels. The latter would indicate that a comparison of samples with different measured relative
potency (such as stability samples) is biased, resulting perhaps in an erroneous conclusion. Trend analysis can be performed
using a regression of log relative potency versus log level. Introduction during the development of the bioassay validation
protocol of an acceptance criterion on a trend in relative accuracy across the range can be considered.

After establishing that there is no meaningful trend across levels, the analysis proceeds with an assessment of the relative
accuracy at each level. The bioassay has acceptable relative bias at levels from 0.50 to 1.41, yielding 90% confidence bounds
(equivalent to a two one-sided t-test) that fall within the acceptance region of —11% to 12% relative bias. The 90% confidence
interval at 2.0 falls outside the acceptance region, indicating that the relative bias may exceed 12%. ‘

A combined analysis can be performed utilizing statistical software that is capable of applying a mixed effects model to the
validation results. That analysis accurately accounts for the validation study design. The analysis also accommodates random
effects such as analyst, media lot, and run (see section 2.7 Statistical Considerations, Modeling Validation Results Using Mixed
Effects Models).

3.3 Range

The conclusions derived from the assessment of IP and relative accuracy can be used to establish the bioassay’s range that
demonstrates satisfactory performance. Based on the acceptance criterion for IP equal to 8% GCV (see Table 6) and for relative
bias equal to 12% (see Table 7), the range of the bioassay is 0.50 to 1.41. In this range, level 1.0 has a slightly higher than
acceptable estimate of IP (8.5% versus the target acceptance criterion <8.0%), which may be due to the variability of the
estimate that results from a small dataset. Because of this and other results in Table 6, one may conclude that satisfactory IP
was demonstrated across the range.

3.4 Use of Validation Results for Bioassay Characterization

When the study has been performed to estimate the characteristics of the bioassay (characterization), the variance component
estimates can also be used to predict the variability for different bioassay formats and thereby can determine a format that has a
desired level of precision. The predicted variability for kindependent runs, with n individual dilution series of the test preparation
within a run, is given by the following formula for format variability:

Format Variability = 100 - (e \VarRun)/k+ Vaieronf — 1)
Using estimates of intra-run and inter-run variance components from Table 6 [Var(Run) = 0.002723 and Var(Error) = 0.002172]

, if the bioassay is performed in three independent runs, the predicted variability of the reportable value (geometric mean of the
relative potency results) is equal to:

Format Variability = 100 . (¢ 1000272373 +0.002172/0-3) . 1) = 4.1%

This calculation can be expanded to include various combinations of runs and minimal sets (assuming that the numbers of
samples, dilutions, and replicates in the minimal sets are held constant) within runs as shown in Table 8.
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Table 8. Format Variability for Different Combinations of Number of Runs (k) and Number of Minimal Sets within Run (n)

Number of Runs (k)
Reps (n) 1 2 3 6
1 7.2% 5.1% 4.1% 2.9%
2 6.4% 4.5% 3.6% 2.6%
3 6.0% 4.2% 3.4% 2.4%
6 5.7% : 4.0% 3.3% ’ 2.3%

Clearly the most effective means of reducing the variability of the reportable value (the geometric mean potency across runs
and minimal sets) is by independent runs of the bioassay procedure. In addition, confidence bounds on the variance
components used to derive P can be utilized to establish the bioassay’s format variability.

Significant sources of variability must be incorporated into runs in order to effect variance reduction. A more thorough analysis
of the bioassay validation example would include analyst and media lot as factors in the statistical model. Variance component
estimates obtained from such an analysis are presented in Table 9.

Table 9. REML Estimates of Variance Components Associated with Analyst, Media Lot, and Run

Variance Component Estimate
Var(Media Lot) 0.0000
Var(Analyst) 0.0014
Var(Analyst*Media Lot) 0.0000
Var(Run (Analyst*Media Lot)) ) 0.0019
Var(Error) ~ 0.0022

Identification of analyst as a significant bioassay factor should ideally be addressed during bioassay development. Nonetheless
the laboratory may choose to address the apparent contribution of analyst-to-analyst variability through improved training or
by using multiple analysts in formatting the assay for routine performance of the bioassay.

Estimates of intra-run and inter-run variability can also be used to determine the sizes of differences (fold difference) that can
be distinguished between samples tested in the bioassay. For k runs, with n minimal sets within each run, using an approximate
two-sided critical value from the standard normal distribution with z = 2, the critical fold difference between reportable values
for two samples that are tested in the same runs of the bioassay is given by: .

Critical Fold Difference = e? - WartRun/keVarGmon/ink)

When samples have been tested in different runs of the bioassay (such as long-term stability samples), the critical fold difference
is given by (assuming the same format is used to test the two series of samples):

Critical Fold Difference = 22 lVerun)/kVar(Erron/(nk)]

For comparison of samples the laboratory can choose a design (bioassay format) that has suitable precision to detect a practically
meaningful fold difference between samples.

3.5 Confirmation of Intermediate Precision and Revalidation

The éstimate of IP from the validation is highly uncertain because of the small number of runs performed. After the laboratory
gains suitable experience with the bioassay, the estimate can be confirmed or updated by analysis of control sample
measurements such as the variability of a positive control. This analysis can be done with the control prepared and tested like a
Test sample (i.e., same or similar dilution series and replication strategy). This assessment should be made after sufficient assays
have been performed to obtain an alternative estimate of the bioassay’s intermediate precision, including implementation of
changes (e.g., different analysts, different key reagent lots, and different cell preparations) associated with the standardized
assay protocol. The reported IP of the bioassay should be modified as an amendment to the validation report if the assessment
reveals a substantial disparity of results.

The bioassay should be revalidated whenever a substantial change is made to the method. This includes but is not limited
to a change in technology or a change in readout. The revalidation may consist of a compiete re-enactment of the bioassay
validation or a bridging study that compares the current and the modified methods.

APPENDICES

Appendix 1: Measures of Location and Spread for Log Normally Distributed Variables

Two assumptions of common statistical procedures, such as ANOVA or confidence interval estimation, are (1) the variation
in the bioassay response about its mean is normally distributed and (2) the standard deviation of the observed response values
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is constant over the range of responses that are of interest. Such responses are said to have a “normal distribution” and an
“additive error structure”. When these two conditions are not met, it may be useful to consider a transformation before using
common statistical procedures.

The variation in bioassay responses is often found to be non-normal (skewed toward higher values) with a standard deviation
approximately proportional (or nearly so) to the mean response. Such responses often have a “multiplicative error structure”
and follow a “log normal distribution” with a percent coefficient of variation (%CV) that is constant across the response range
of interest. In such cases, a log transformation of the bioassay response will be found to be approximately normal with a nearly
constant standard deviation over the response range. After log transformation, then, the two assumptions are met, and common
statistical procedures can be performed on the log transformed response. The following discussion presumes a log normal
distribution for the bioassay response.

We refer to an observed bioassay response value, X, as being on the “original scale of measurement” and to the log
transformed response, Y = log(X), as being on the “log transformed scale”. Although common statistical procedures may be
appropriate only on the log transformed scale, we can summarize bioassay response results by estimating measures of location
(e.g., mean or median), measures of spread (e.g., standard deviation), or confidence intervals on either scale of measurement,
as long as the scale being used is indicated. The %CV is useful on the original scale where it is constant over the response range.
For the same reason, the standard deviation (SD) is relevant on the log transformed scale. There may be advantages to reporting
statistical summaries on the basis of the log transformed (Y) scale. However, it is often informative to back transform the reported
measures to the original scale of measurement (X).

For any given value of X, there is only one unique value of Y = log(X), and vice versa. Similarly for measures of location and
spread, there is a unique one-to-one correspondence between measures of location and spread obtained on the original and
log transformed scales. Further, just as there is a simple relationship between X and Y = log(X), there are relatively simple
relationships that allow conversion between the corresponding measures on each scale, as indicated in Table A-1 below. In the
table, “Average” and “SD”, wherever they appear, refer to measures calculated on.the log transformed (Y) scale.

Table A-1. Comparison of Measures of Location and Spread
Scale of Measurement

Measure Log Transformed (V) Original (X)
Geometric mean (GM)

’ n
= HXI - eAverage
i=1

Location Mean (average)
Geometric standard deviation

Spread Standard deviation (SD) (GSD) =e®
Confidence intervals Lower Average - k - SD/Vn GM/GSDWW

(kis an appropriate constant based

on the t-distribution or Upper Average + k - SD/Nn GM . GSDWR

| [ imati

arge sample 2 approximation) Width (upper - lower) Ratio(upper/lower)

Size =2 -k SD/n = GSD/

Percent coefficient of %CV =100ve™ -1 2 %GCV

variation (%CV) %GCV =100 - (GSD-1)

The geometric mean (GM) should not be misinterpreted as an estimate of the mean of the original scale (X) variable, but is
instead an estimate of the median of X. The median is a more appropriate measure of location for variables with skewed error
distributions such as the log normal, as well as symmetric error distributions where the median is equal to the mean.

Similarly, the geometric standard deviation (GSD) should not be misinterpreted as the standard deviation of the original
scale (X) variable. GSD is, however, a useful multiplicative factor for obtaining confidence intervals on the original (X) scale that
correspond to those on the log transformed (Y) scale, as shown in the above table. A GSD of 1 corresponds to no variation (SD
of Y = 0). The ratio of the Upper to the Lower confidence bounds, on the untransformed (X) scale, will be equal to GSD*™, as

can be seen from Table A-1.
The geometric coefficient of variation (%GCV) approximates the %CV on the original (X) scale when the %CV is below 20%.

It is important not to confuse these different measures of spread. The %GCV is a measure relevant to the log transformed (Y)
scale, and the %CV is a measure relevant to the original (X) scale. Depending on the preferred frame of reference, either or

both measures may be useful,
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(1034) ANALYSIS OF BIOLOGICAL ASSAYS

1. INTRODUCTION

Although advances in chemical characterization have reduced the reliance on bioassays for many products, bioassays are still
essential for the determination of potency and the assurance of activity of many proteins, vaccines, complex mixtures, and
products for cell and gene therapy, as well as for their role in monitoring the stability of biological products. The intended scope
of general chapter Analysis of Biological Assays (1034) includes guidance for the analysis of results both of bioassays described
in the United States Pharmacopeia (USP), and of non-USP bioassays that seek to conform to the qualities of bioassay analysis
recommended by USP. Note the emphasis on analysis—design and validation are addressed in complementary chapters
(Development and Design of Bioassays (1032) and Biological Assay Validation (1033), respectively).

Topics addressed in {1034) include statistical concepts and methods of analysis for the calculation of potency and confidence
intervals for a variety of relative potency bioassays, including those referenced in USP. Chapter (1034) is intended for use
primarily by those who do not have extensive training or experience in statistics and by statisticians who are not experienced
in the analysis of bioassays. Sections that are primarily conceptual require only minimal st